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Abstract— Various newsworthy incidents typically include
breaches of security, invasion of privacy, and harm caused
by false information. In the e-health domain, there has been
a lot of focus on ethical issues when dealing with electronic
health records (EHRs) and patient medical records (PMRs).
However, equally important are the myriad of health informa-
tion websites that are being used to formally or informally get
medical advice online. This study surveys related work on three
popular and pertinent issues in health information websites:
privacy, security, and trust. Our contributions include a succinct
survey of different categories of popular health information
websites (WebMD.com, MayoClinic.com, KidsHealth.org, Pa-
tientsLikeMe.com) to gauge existing methods for handling these
issues. Moreover, an agenda is proposed for understanding the
three issues orthogonally via access control. Other outcomes of
the study include recommendations for open problems identified
in health websites, including the need for fine-grained privacy,
security and trust controls.

I. INTRODUCTION

There is a lot of focus on addressing ethical issues arising

with Electronic Health Records (EHRs) and Patient Medical

Records (PMRs). However, an equally important area is

health information websites and health social networking

services that are gaining more prominence and popularity.

Health websites with communities such as WebMD.com

and PatientsLikeMe.com have features for users to register,

which leads to storage of user information. This data can

be considered sensitive and can make the user susceptible

to privacy attacks. Considering the case of the AOL search

logs incident, user data from other sites can be used to re-

identify other anonymized records via various linkage attack

models[8].

Furthermore, even in purely informational health websites

with no user communities, there is the risk of inaccurate

health information. For instance, in the United States, web-

sites like ApricotsFromGod.info continue to operate and

publicize cures for cancer, without the approval of the Food

and Drug Administration (FDA)[2]. ApricotsFromGod.info

had 1,532 visitors in the past year according to statistics

from Compete.com, who were exposed to the risk of taking

incorrect and untested health advice.

Health information is defined by the Internet Health

Coalition (IHC) as follows: ‘Health information includes

information for staying well, preventing and managing dis-

ease, and making other decisions related to health and

health care’[4]. There are various kinds of websites, such

as blogs, wikis, forums, social networks, and so on. Health

information websites have varying and unique features and

ethics requirements that fit different classifications. In this

study, the prominent issues in different categories of health

information websites are investigated. Popular health web-

sites within different categories are used to study these

ethics requirements. Solutions are proposed to the identified

problems, while keeping focus on how much technology can

realistically achieve.

II. ETHICS REQUIREMENTS OF HEALTH INFORMATION

WEBSITES

Popular websites from within the two broader categoriza-

tions are used to study ethical issues that arise. The following

classifications are based on our previous work on creating a

taxonomy of health information websites[20]. This taxonomy

can also be used to define two broad classifications of health

websites: article-based and community-based. Content on

article-based health websites is Owner-Engineered Content

(OEC), and there is none of User-Generated Content (UGC)

present. In contrast, a community-based health website can

have a mix of both content types. The distinguishing factor is

users’ ability to contribute to the content base of the website.

A. Article-Based Health Information Websites

MayoClinic.com and KidsHealth.org are two popular web-

sites, with traffic of over eight million and two million

last year respectively according to Compete.com. May-

oClinic.com features general-topic articles written by the

Mayo Clinic staff on various health topics, diseases, symp-

toms, drugs, tests, and so on. The website also features blogs

written by experts. KidsHealth.org targets parents, children,

and teens. The website predominantly contains reviewed

articles on general topics. Within these types of websites,

privacy is seemingly not an issue because no personal data

is being collected.

In terms of trustworthiness of content, MayoClinic.com

provides details and profiles about the authors of their

expert blogs, while most articles are labeled with ‘Mayo

Clinic Staff’ as the author. MayoClinic.com also displays

the HONCode certification logo. KidsHealth.org gives names

and profiles of reviewers of each article at its end. The

website has an expert review board as well as medical

editors[15], [11]. Since possibly no medical data of guest



users is collected, privacy and security concerns and risks

are toned down or non-existent.

However, the issue of trust still arises. Trust in the context

of article-based health websites can also be defined in terms

of the truthfulness of the content. For example, different

individuals have varied reactions and allergies that the article

may not have highlighted. Also, there is the likelihood that

the article contains outdated, incomplete, or even inaccurate

information. Studies have also shown that not all websites

that display certification logos may be in full compliance

with the guidelines of these certification bodies[10]. Guar-

anteeing trustworthiness of information still remains an open

problem.

B. Community-Based Health Information Websites

PatientsLikeMe.com is a social network with a vibrant

community where patients can share advice, stories, and

treatments with others going through their experiences. There

are two privacy settings provided: ‘visible’ and ‘public’.

PatientsLikeMe.com also incorporates a visual star-based

user rating in each user’s profile. These ratings seem to

provide some indication of trustworthiness of the user[18].

WebMD.com doubles up as both an article-based and a

community-based health website. Discussions within com-

munities allow registered users to write opinions about any

topics they are interested in, and also contribute to other

users’ discussions. In its privacy policy, WebMD.com pro-

vides comprehensive details about how it ensures security

by authentication, authorization, backups, and audit trails.

WebMD.com’s community is more forum- or bulletin board-

based than a social network. Hence, there are no specific

privacy settings available for the user[22].

For SNS, since users can register and store their personal

information, issues of privacy can come into play. Even if

users do not store sensitive medical data upon registration,

part of their personal information is being exposed, such

as name, email, etc. It is possible to use this partial data

in re-identification through linkage attacks[8]. Relational

information is equally important because security in SNS

involves the additional task of considering the reach of

a user’s network[9], [12]. However, for communities in

PatientsLikeMe.com and WebMD.com, ‘friend’ relationships

are not defined, so a pure social graph is not present[22],

[18].

C. Cross-cutting Ethical Issues

When intersecting the ethics requirements with potential

issues, the following needs and improvements can be iden-

tified within health websites.

1) Better Privacy: An open problem we highlight in

health websites is the lack of fine-grained privacy controls.

Generally, parts of a profile may be more sensitive than

others. While most websites look at privacy control in terms

of a block of profile fields, users may wish to keep some

fields more private than others[14]. For instance, a user

may not want all their friends to see their year of birth,

but still want to announce their birthday dates. In health

websites, a similar situation can arise. Users may be asked

to enter their health insurance information, or hospitaliza-

tions, such as on PatientsLikeMe.com. The user may wish

to share this with only select close family and friends,

not generally with registered users. An equally important

aspect of privacy controls is that too many privacy settings

would be overwhelming for the user[14]. Fang and LeFevre

propose a privacy wizard that can learn from the user’s basic

privacy preferences[7]. However, this method may not be

as applicable when sensitive data is involved, because mis-

classification errors could have more serious results.

2) Credibility of Health Information: Because health web-

sites involve using health advice, trust or credibility is

an essential ethical requirement. Trusting a website also

entails believing that it presents factual and up-to-date health

information, and trust is ultimately related to the source of

the information[17]. Studies on identifying trust metrics for

health websites have found that user interface elements and

aesthetic qualities add to credibility[19], [6]. However, a

well-designed or attractive interface may give a false sense

of security, because it says nothing about the quality of

health content. Moreover, certification logos can also give

a false sense of credibility. A recent study found that only

66% of the websites that displayed the HONcode logo were

actually in full compliance[10]. Also, star-based reputation

systems are inadequate in fully measuring trustworthiness of

the user and any content they may generate. This is because

if users do not participate or provide ratings, their reputation

scores would be low, which does not necessarily reflect their

credibility, but rather their activeness.

3) The Role of Technology: Security mechanisms such as

authorization and authentication ensure privacy to an extent.

Also, rating systems and logos can give an idea of the

credibility of a website. However, technological solutions to

ethical issues are limited by the extent to which the user

can effectively use them. The Internet is moving towards a

virtual representation of the real world. However, there are

no physical restrictions such as walls or locks and all security

and credibility measures are abstract and circumventable. In

this situation, technology can at best serve as an enabler,

but humans are ultimately responsible for ensuring ethical

requirements.

III. PROPOSED SOLUTIONS VIA ACCESS CONTROL

When looking at different breaches, of privacy, security,

or trust, certain points stand out: invasion of privacy is

caused by unauthorized access to personal data; a security

breach usually involves by-passing authentication to access

data; breaches of trust begin with technical flaws or sinister

motives that affect data[1]. In health information websites,

especially Health Social Networking Services (HSNS), an

authorized and authenticated user may share health advice

that is incorrect, incomplete, out of date, or inapplicable

to other users, leading to a breach of trust. The common

theme in these breaches is controlling access to data. Access

control is a generic term for authorization and authentication.

It involves allowing or disallowing a user from performing a



set of operations on some given resource[5]. Access control

is usually performed using security policies agreed on by

security administrators or users[3]. Access control decisions

are a combination of subjects/users, objects, and permissions,

eventually leading to a user being granted or denied per-

mission to access data in some context[21]. Consequently,

authenticated and authorized users can be seen as trustworthy

because the access control decision had been made based on

the information owner’s allowances.

A. Access Control Model

More formally, access control can be expressed in terms

of the following basic components, based on [16] and [3].

• A set of subjects, S, that authorization needs to be given

to, such as users

• A set of objects, O, that need to be protected, for

example, data

• A set of permissions, P , assigned to subjects on objects

• A set of actions, A, that can be performed in the context

of the permissions given

Given the above components, access control involves defin-

ing Pi(Si, Oi), ∀Si ∈ S,Oi ∈ O,Pi ∈ P . In the context of

health information websites, P defines authorizations given

to users to access certain pages or data. For instance, a user

may not be allowed to see another user’s profile because of

privacy settings. In addition, given Pi, Si could perform one

of the following fundamental operations on Oi[13].

• Create, C: Si can be allowed to create new instances

of O, C = {1 | 0}, where 1 implies allowing and 0

implies disallowing

• Read, R: Si can be allowed to view Oi, R = {1 | 0}
• Update, U: Si can be allowed to change Oi, U = {1 |

0}
• Delete, D: Si can be allowed to remove Oi, D = {1 | 0}

Now A can be defined as Ai = Ci ∪ Ri ∪ Ui ∪ Di.

Consequently, an access control decision can be modeled

as a quadruple, AC(S,O, P,A).

B. Orthogonal View of Privacy, Security, and Trust

We also present an abstracted orthogonal description of

access control incorporated with notions of privacy, security,

and trust using graph notation. Let G = (V,E) be a directed

graph, where G is the system, V are nodes representing

entities containing information, and E are edges representing

access attempts. We refer to entities as an abstraction of

users, user profiles, content, comments, and the like. A typi-

cal attempt at accessing information would be represented as

(i, j), where i is the entity requesting the information, and

j is the node source of the information, given i, j ∈ V . We

can define privacy, Pr as a label, or more formally a weight,

on (i, j), such that Pr(j, i) = {1 | 0}.

Here, 1 represents allowing and 0 represents denying ac-

cess to an action. For simplicity, we abstract the fundamental

operations as one label, and note that a more comprehensive

label can simply be defined as a 4-tuple notation ({1 |
0}, {1 | 0}, {1 | 0}, {1 | 0}) corresponding to (C,R,U,D)

if required. Pr(j, i) is a configuration of the privacy of

entity j with respect to access requests from entity i. The

proposed notation defines an access-specific privacy of j,

which is represented on the directed graph by the edge (i, j)
because i is attempting access to information about j. A base

privacy definition also needs to be established. This is simply

Pr(i, i) = 1, so that an entity always has self-access. Privacy

can consequently be defined as a piecewise function.

Pr(j, i) =

{
{1 | 0} : i 6= j

1 : i = j

In addition, default privacy is defined as Pr(j, i) = 0 for the

situation where no edges or labels are present. Consequently,

security can be defined as the access control decision after

reading the label for (i, j). Trust for i can be defined in

terms of a simplistic score using inbound edges to i, Ei,

such that Tr(i) = n(Ei) +
∑

Pr(k, i), ∀k ∈ V, k 6= i.

For a health website, this definition of trust implies that a

user who has been allowed access by many other users is

probably more trustworthy than someone who has not been.

This follows the definition of trust as the ‘willingness to

be vulnerable’. Figure 1 gives an example of the proposed

abstraction model. In the example, entity A is sharing data

with entity B. However, entities B and C have disallowed

access to their data for all other entities. By the definition of

trust in terms of access, A is the most trustworthy.

Fig. 1. Example Graph Notation Representation of Privacy, Security and
Trust

Privacy of A wrt B = (B, A) = 1

Privacy of A wrt C = (C, A) = 0

Privacy of B wrt A = (A, B) = 0

Privacy of B wrt C = (C, B) = ∅ = 0

Privacy of C wrt B = (A, C) = ∅ = 0

Privacy of C wrt C = (B, C) = ∅ = 0

Trust score of A = 2 + 1 = 3

Trust score of B = 1 + 0 = 1

Trust score of C = 0 + 0 = 0

C. Fine-Grain Privacy

The granularity of privacy controls can be viewed in par-

allel with lock granularity in database management systems.

Our interest is at the record level and going further fine-

grained. Typical privacy settings focus on record entities or

logical blocks of data. This is more coarse-grained than the

ethical requirements of health websites. Field-level granular-

ity requires that each field have its own privacy configuration

per record. In terms of the orthogonal model, fine-grain

privacy can be represented by n-tuples of labels, instead of

having just one label. So instead of Pr(j, i) = {1 | 0}, we



could have Pr(j, i) = (f1, f2, ..., fn), where fi is a privacy

setting for a field, fi. A simplistic example of this is shown

in Figure 2. It is normal to have the actual implementation

Fig. 2. Extended Example Representation for Fine-Grain Privacy

of hiding or showing data happening at the application layer.

Our method is aimed at storing users’ field-level privacy con-

figurations. Implementation-level details are in line with this

conceptual explanation. Let τ(f̂ , f1, f2, ..., fn) define a table

within a health website database, where fi represent fields

within τ , and f̂ represents the primary key. Also, let υ(û, ...)
describe the users’ table, where û is the primary identifying

key for each user. In addition, let (f1, f2, ..., fn)i represent

the ith record in τ . We then define a new table for storing

privacy settings for each field in τ , ρ(f̂ , û, f1, f2, ..., fn),
where fi is a field that represents the privacy setting for

the ith record and specifically the field fi in τ , i.e cell

fi. Simplistically, fi can be a boolean value that represents

showing or hiding the data associated with the field.

D. Trust Metrics

In PatientsLikeMe.com, privacy and trust are distinct from

the orthogonal representation of privacy and trust as Pr

and Tr respectively. Privacy in this case is not based on

interactions, but is related to the user alone, and not the

requester. In addition, trust is not being measured by ac-

cess rights or authorization in PatientsLikeMe.com, but by

keeping external scores or ratings. Similarly, article-based

websites do not conform to the earlier definition of trust

as Tr(i), because there are no interactions to measure trust

in that way. To address these issues, we first extend the

orthogonal description of privacy and trust by extending the

label concept to include trust ratings in addition to privacy.

An access attempt can be labeled with fine-grain privacy

settings, and also contain trust ratings and other trust metrics.

A simplified representation is presented in Figure 3. Privacy

and trust are defined as a 2-tuple weight on the edges.

Fig. 3. Extended Representation for Fine-Grain Privacy and Trust Metrics

IV. CONCLUSION

Breaches of security, invasion of privacy, and harm caused

by false information make for newsworthy incidents. In

spite of these problems, more and more health information

websites are being used to get medical advice online. We

carried out a survey of existing health websites to identify

ethical requirements such as privacy, security and credibility

within different categorizations. Finally, we commented on

the role of technology in proposing solutions to reduce risk

and potential harm, and proposed solutions to address cross-

cutting ethical requirements.
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