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Abstract— Market manipulation remains the biggest 

concern of investors in today’s securities market, despite fast 
and strict responses from regulators and exchanges to market 
participants that pursue such practices. The existing methods 
in the industry for detecting fraudulent activities in securities 
market rely heavily on a set of rules based on expert 
knowledge. The securities market has deviated from its 
traditional form due to new technologies and changing 
investment strategies in the past few years. The current 
securities market demands scalable machine learning 
algorithms supporting identification of market manipulation 
activities. In this paper we use supervised learning algorithms 
to identify suspicious transactions in relation to market 
manipulation in stock market. We use a case study of 
manipulated stocks during 2003. We adopt CART, conditional 
inference trees, C5.0, Random Forest, Naïve Bayes, Neural 
Networks, SVM and kNN for classification of manipulated 
samples. Empirical results show that Naïve Bayes outperform 
other learning methods achieving F2 measure of 53% 
(sensitivity and specificity are 89% and 83% respectively). 

Keywords: supervised learning, classification, data mining, 
fraud detection, market manipulation, stock market manipulation  

 

I. INTRODUCTION 
Market capitalization exceeded $18 trillion in USA, $2 

trillion in Canada and $3.6 trillion in China1 in 2012 (GDP 
of USA, Canada and China in 2012 were $16.8, $1.8 and 
$8.2 trillion respectively). Providing a fair and orderly 
market for market participants is a challenging task for 
regulators. During 2010, and just considering Canada, over 
200 individuals from 100 companies were prosecuted 
resulting in over $120 million in fines and compensation2. 
However, the actual losses caused by fraudulent activities in 
securities market and economy is much higher than these 
numbers. “Securities fraud broadly refers to deceptive 
practices in connection with the offer and sale of securities”. 
FBI divides securities fraud into 5 categories3: high yield 

                                                             
1 http://data.worldbank.org/indicator/CM.MKT.LCAP.CD 
2 Canadian Securities Administrators 2010 report: 
http://www.osc.gov.on.ca/documents/en/About/csa_20110222_csarpt-enf-
2010.pdf 
3 FBI report 2010: http://www.fbi.gov/stats-services/publications/financial-
crimesreport-2010-2011 

investment fraud, broker embezzlement, late-day trading 
and market manipulation. Market manipulation remains the 
biggest concern of investors in today’s market, despite fast 
and strict responses from regulators and exchanges4. Market 
manipulation schemes involve individuals, or a group of 
people attempting to interfere with a fair and orderly market 
to gain profit. Market manipulation is forbidden in Canada5 
and in USA6.  

The existing approach in industry for detecting market 
manipulation is a top-down approach that is based on a set 
of known patterns and predefined thresholds. Market data 
such as price and volume of securities (i.e. the number of 
shares or contracts that are traded in a security) are 
monitored using a set of rules and red flags trigger 
notifications. Then, transactions that are associated with the 
detected periods are investigated further as they might be 
associated with fraudulent activities. These methods are 
based on expert knowledge but suffer from two issues i) 
detecting abnormal periods that are not associated with 
known symptoms (i.e. unknown manipulative schemes), ii) 
adapting to the changing market conditions whilst the 
amount of transactional data is exponentially increasing 
(this is due to the rapid increase in the number of investors 
and listed securities) which makes designing new rules and 
monitoring the vast data challenging. Data mining methods 
may be used as a bottom-up approach to detect market 
manipulation based on modeling historical data. These 
models can be used to identify market manipulation on a 
new dataset without relying on expert knowledge. The 
initial results of such models in the literature are 
encouraging. However, there are many challenges involved 
in developing data mining methods for detecting fraudulent 
activities and market manipulation in securities market 
including heterogeneous data (different forms such as 
news data (e.g. Factiva7), analytical data (Trade And Quote 
(TAQ) from exchanges) and fundamental data (e.g. 

                                                             
4 http://economictimes.indiatimes.com/markets/stocks/market-
news/market-manipulation-continues-to-be-the-biggest-concerns-for-
investors/articleshow/12076298.cms 
5 Bill C-46: Criminal Code, RSC 1985, c C-46, s 382. 1985 
6 Criminal Code, RSC 1985, c C-46, s 382. 1985 
7 global.factiva.com/ 



COMPUSTAT8)), unlabeled data (labeled data is very rare 
because (a) it is very costly and typically requires 
investigation by auditors, (b) the number of positive samples 
(fraud cases) constitute a tiny percentage of the total number 
of samples (also known as imbalanced classes)), massive 
datasets (NASDAQ stock exchange with over 2700 
securities listed facilitates more than 5000 transactions per 
second using its trading platform SuperMontage. Another 
factor is High Frequency Trading - algorithms that could 
submit many orders in millisecond 9 ), performance 
measures (we discuss this in Section 3) and complexity. 
The problem of detecting market manipulation in securities 
market is a big data problem where rapidly increasing 
heterogeneous data from different sources and in different 
forms are integrated for training prediction models. The 
impacts on the market, privacy and the training of auditors 
are other issues that need to be addressed but are not in the 
scope of this paper. In this paper we focus on adopting 
supervised learning algorithms for detecting market 
manipulation in stock market. We present a case study and 
use these algorithms to build models for predicting 
transactions that are potentially associated with market 
manipulation. We extend the work of Diaz et. al. [1] through 
an extensive set of experiments and adopting learning 
algorithms to build effective models for detecting market 
manipulation. We discuss performance measures that are 
appropriate for this domain and build models accordingly.  

For our purposes, we define market manipulation in 
securities (based on the widely accepted definition in 
academia and industry) as: market manipulation involves 
intentional attempts to deceive investors by affecting or 
controlling the price of a security or interfering with the fair 
market to gain profit. We divide known market 
manipulation schemes into three groups based on the 
definition: 
1. Marking the close: buying or selling a stock near the 

close of the day or quarter to affect the closing price. 
This might be done to help prevent a takeover or rights 
issue, to avoid margin calls (when a position is financed 
through borrowing funds) or to affect the performance 
of a fund manager’s portfolio at the end of a quarter 
(window dressing). A typical indicator is trading in 
small amounts before the market closes, 

2. Wash trades: pre-arranged trades that will be reversed 
later and impose no actual risk to neither buying nor 
selling parties. These trades aim to give the appearance 
that purchase and sales have been made (Pooling or 
churning can involve wash sales or pre-arranged trades 
executed in order to give an impression of active 
trading in a stock),  

                                                             
8 http://www.compustat.com/ 
9 HFT accounts for 35% of the stock market trades in Canada and 70% of 
the stock trades in USA according to the 2010 Report on regulation of 
trading in financial instruments: Dark Pools & HFT 

3. Cornering the market (in a security): to gain control of 
sufficient amount of the security to control its price. 

The rest of this paper is organized as follows. In Section 
2 we present a review of data mining techniques for 
detecting fraudulent activities and market manipulation 
focusing on supervised learning algorithms. In Section 3, we 
introduce the case study, the algorithms and the 
performance measures that we used in our experiments. In 
Section 4 we present a summary of results and discussion.  

 

II. RELATED WORKS 
Application of data mining algorithms is a fairly new 
approach in detecting market manipulation but there has 
been an increasing number of research works in the past few 
years. The early theoretical work of Allen and Gorton [2] 
showed there are opportunities for profitable manipulations 
in stock market known as trade-based manipulations (e.g. 
Wash trades, matched order transactions, runs, collusion, 
etc.). Aggarwal et. al. [3] extended the existing theoretical 
work combined with an empirical work on market 
manipulation cases to understand the market manipulation 
dynamics and economics. Their findings indicate 
manipulation is typically accompanied with greater stock 
volatility, great liquidity, and high returns during the 
manipulation period. The theoretical work by researchers in 
finance and economics is invaluable for data scientists to 
identify important features develop heuristics. We presented 
a comprehensive literature review [4] studying the literature 
after 2001 to identify (a) the best practices in developing 
data mining techniques (b) the challenges and issues in 
design and development, and (c) the proposals for future 
research, to detect market manipulation in securities market. 
We identified five categories based on specific contributions 
of the literature on the data mining approach, goals, and 
input data:  
1. Social Network Analysis: these methods aim to detect 

trader accounts that collaborate to manipulate the 
market [5] [6],  

2. Visualization: these visualizations go beyond 
conventional charts enabling auditors to interact with 
the market data and find predatory patterns [7],  

3. Rule Induction: these methods produce a set of rules 
that can be inspected and used by auditors/regulators of 
securities market [1], 

4. Outlier Detection: the goal of these methods is 
detecting observations that are inconsistent with 
remainder of the data (i.e. unknown fraudulent 
patterns). Also, spikes can be detected effectively using 
anomaly/outlier detection according to the market 
conditions, instead of using a predefined threshold to 
filter out spikes [8] [9],  

5. Pattern Recognition using Supervised Learning 
Methods: the goal of using these methods is detecting 



patterns that are similar to the trends that are known to 
represent fraudulent activities.  

Pattern recognition in securities market typically is 
performed using supervised learning methods on monthly, 
daily or intraday data (tick data) where features include 
statistical averages and returns. Ogut et al. used daily return, 
average of daily change and average of daily volatility of 
manipulated stocks and subtracted these numbers from the 
same parameters of the index [10]. This gives the deviation 
of manipulated stock from non-manipulated (index) and 
higher deviations indicate suspicious activities. The 
assumption in this work is price (consequently return), 
volume and volatility increases in the manipulation period 
and drops in the post-manipulation phase. The proposed 
method is tested using the dataset from Istanbul Stock 
Exchange (ISE) from an earlier research work on 
investigating the possibility of gaining profit at the expense 
of other investors by manipulating the market [11]. 
Experimental results show that ANN and SVM outperform 
multivariate statistics techniques (56% compared to 54%) 
with respect to sensitivity (which is more important in 
detecting price manipulation as they report correctly 
classified manipulated data points).  
Diaz et al. employed an open-box approach in application of 
data mining methods for detecting intraday price 
manipulation by mining financial variables, ratios and 
textual sources [1]. The case study was built based on stock 
market manipulation cases pursued by the US Securities and 
Exchange Commission (SEC) during 2003. Different 
sources of data that were combined to analyze over 100 
million trades and 170 thousand quotes in this study include: 
profiling info (trading venues, market capitalization and 
betas), intraday trading information (price and volume 
within a year), and financial news and filing relations. First, 
using clustering algorithms, a training dataset is created 
(labeling hours of manipulation, because SEC does not 
provide this information). Similar cases and Dow Jones 
Industrial Average (DJI) were used as non-manipulated 
samples. Second, tree generating classification methods 
(CART [12], C4.5 [13], QUEST [14]) were used and tested 
using jack-knife and bootstrapping [15]. Finally, the models 
were ranked using overall accuracy, measures of unequal 
importance and sensitivity. A set of rules were generated 
that could be inspected by securities investigators and be 
used to detect market manipulation. The highest 
classification accuracy is reported as 93%. 

 

III. METHODS 
The standard approach in application of data mining 

methods for detecting fraudulent activities in securities 
market is using a dataset that is produced based on the 
litigation cases. The training dataset would include 
fraudulent observations (positive samples) according to 

legal cases and the rest of observations as would be normal 
(negative samples) [1] [10] [16] [17]. We extend the 
previous works through a set of extensive experiments, 
adopting different supervised learning algorithms for 
classification of market manipulation samples using the data 
set introduced by Diaz et. al. [1]. We adopt different 
decision tree algorithms [18], Naïve Bayes, Neural 
Networks, SVM and kNN.  

We define the classification problem as predicting the 
class of 𝑌 ∈    {0,1} based on a feature set of X1, X2, …, Xd, 
𝑋! ∈ ℝ! where 𝑌 represents the class of a sample (1 implies 
a manipulated sample) and 𝑋! represents features such as 
price change, number of shares in a transaction (i.e. 
volume), etc. The dataset is divided to training and testing 
dataset. First, we apply supervised learning algorithms to 
learn a model on the training dataset, then, the models are 
used to predict the class of samples in the testing dataset.  

 

A. Case Study  
We use the dataset that Diaz et. al. [1] introduced in their 

paper on analysis of stock market manipulation. The dataset 
is based on market manipulation cases through SEC 
between January and December of 2003. The litigation 
cases that include the legal words related to market 
manipulation (‘‘manipulation’’, ‘‘marking the close’’ and 
‘‘9(a)’’ or ‘‘10(b)’’) are used as manipulated label for that 
stock and is added to the stock information such as price, 
volume, the company ticker etc. Standard and Poor’s 10 
COMPUSTAT database is employed for adding the 
supplementary information and also including non-
manipulated stocks (i.e. control samples). The control stocks 
are deliberately selected from stocks that are similar to 
manipulated stocks (the selection is based on similar market 
capitalization, beta and industry sector). Also, a group of 
dissimilar stocks were added to the dataset as a control for 
comparison of manipulated and non-manipulated cases with 
similar characteristics. These stocks are selected from Dow 
Jones Industrial (DJI) companies. The dataset includes 
175,738 data observations (hourly transactional data) of 64 
issuers (31 dissimilar stocks, 8 manipulated stocks and 25 
stocks similar to manipulated stocks) between January and 
December of 2003. There are 69 data attributes (features) in 
this dataset that represent parameters used in analytical 
analysis. The dataset includes 27,025 observations for 
training and the rest are for testing. We only use the training 
dataset to learn models for identifying manipulated samples. 

 

B. Decision Trees  
Decision trees are easy to interpret and explain, non-

                                                             
10 Standard and Poor is an American financial services and credit rating 
agency that has been publishing financial research and analysis on stocks 
and bonds for over 150 years. 



parametric and typically are fast and scalable. Their main 
disadvantage is that they are prone to overfiting, but pruning 
and ensemble methods such as random forests [19] and 
boosted trees [20] can be employed to address this issue. A 
classification tree starts with a single node, and then looks 
for the binary distinction, which maximizes the information 
about the class (i.e. minimizing the class impurity). A score 
measure is defined to evaluate each variable and select the 
best one as the split: 

𝑠𝑐𝑜𝑟𝑒 𝑆,𝑇 =   𝐼 𝑆 −
𝑁!
𝑁

!

!!!

𝐼(𝑆!) 

where T is the candidate node that splits the input sample of 
S with size N into p subsets of size 𝑁!(𝑖 = 1,… , 𝑝) and 𝐼(𝑆) 
is the impurity measure of the output for a given S. Entropy 
and Gini index are two of the most popular impurity 
measures and in our problem (i.e. binary classification) are: 

𝐼!"#$%&' 𝑆 = −(
𝑁!
𝑁
log

𝑁!
𝑁
) − (

𝑁!
𝑁
log

𝑁!
𝑁
) 

 

𝐼!"#" 𝑆 =
𝑁!
𝑁

1 −
𝑁!
𝑁

+
𝑁!
𝑁

1 −
𝑁!
𝑁

 

 
where 𝑁!  represents the number of manipulated samples 
(i.e. positive samples), 𝑁! represents the number of non-
manipulated samples (negative samples) in a given subset. 
This process is repeated on the resulting nodes until it 
reaches a stopping criterion. The tree that is generated 
through this process is typically too large and may overfit, 
thus, the tree is pruned back using a validation technique 
such as cross validation. CART [12] and C4.5 [21] are two 
classification tree algorithms that follow the greedy 
approach for building the decision tree (above description). 
CART uses the Gini index and C4.5 uses the entropy as 
their impurity function (C5.0 that we used in our 
experiments is an improved version of C4.5).  
Although pruning a tree is effective in reducing the 
complexity of the tree, generally it is not effective in 
improving the performance. Algorithms that aggregate 
different decision trees can improve performance of the 
decision tree. Random forest [19] is a prominent algorithm 
that builds each tree using a bootstrap sample. The principle 
behind random forest is using a group of weak learners to 
build a strong learner. Random forest involves an ensemble 
(bagging) of classification trees where a random subset of 
samples is used to learn a tree in each split. At each node a 
subset of variables (i.e. features) is selected and the variable 
that provides the best split (based on some objective 
function) is used for splitting. The same process is repeated 
in the next node. After training, a prediction for a given 
sample is done through averaging votes of individual trees. 
There are many decision tree algorithms but it has been 
shown random forest, although very simple, generally 
outperforms other decision tree algorithms in the study on 

different datasets by Rich Caruana et. al. [22]. Therefore, 
experimental results using random forest provide a 
reasonable proxy for utilizing decision trees in our problem. 
 

C. Naïve Bayes  
Applying the Bayes theorem for computing 𝑃 𝑌 = 1 𝑋  

we have  
 

𝑃 𝑌 = 1 𝑋 = 𝑥! =
𝑃(𝑋 = 𝑥!|𝑌 = 1)𝑃(𝑌 = 1)
𝑃(𝑋 = 𝑥!|𝑌 = 𝑦!)𝑃(𝑌 = 𝑦!)!

 

 
where the probability of Y given kth sample of X (i. e. 𝑥!) is 
divided by sum over all legal values for 𝑌 (i.e. 0 and 1). 
Here the training data is used to estimate 𝑃 𝑋 𝑌  and 𝑃(𝑌) 
and the above Bayes rule is used to resolve the 
𝑃 𝑌 𝑋 = 𝑥!  for the new 𝑥!. The Naïve Bayes makes the 
conditional independence assumption (i. e. for given 
variables X, Y and Z, 
∀𝑖, 𝑗, 𝑘   𝑃 𝑋 = 𝑥! 𝑌 = 𝑦!;𝑍 = 𝑧! = 𝑃(𝑋 = 𝑥!|𝑍 = 𝑧! )) 

to reduce the number of parameters that need to be 
estimated. This assumption simplifies 𝑃 𝑋 𝑌  and the 
classifier that determines the probability of Y, thus 

𝑃 𝑌 = 1 𝑋!…𝑋! =
𝑃(𝑌 = 1) 𝑃(𝑋!|𝑌 = 1)!

𝑃(𝑋|𝑌 = 𝑦!) 𝑃(𝑋!|𝑌 = 𝑦!)!!
 

 
The above equation gives the probability of Y for the new 
sample 𝑋 𝑋!…𝑋!  where 𝑃 𝑋! 𝑌  and 𝑃(𝑌) are computed 
using the training set. However we are only interested in the 
maximum likelihood in the above equation and the 
simplified form is: 

𝑦 = argmax
!!

𝑃(𝑌 = 𝑦!) 𝑃(𝑋!|𝑌 = 𝑦!)
!

 

 

D. Neural Networks  
An Artificial Neural Network in contrast to Naïve Bayes 

estimates the posterior probabilities directly. A Neural 
Network to learn a model for classification of manipulated 
samples can be viewed as the function, 𝐹:  ℝ! → {0,1} , 
where 𝑋 is a d-dimensional variable. This is a function that 
minimizes the overall mean squared error [23]. The output 
of the network can be used as the sign predictor for 
predicting a sample as positive (i.e. manipulated). We adopt 
the back propagation algorithm of neural networks [24]. The 
principle behind neural networks, taken from the function of 
a human neuron, is a nonlinear transformation of the 
activation into a prescribed reply. Our neural network 
consists of three layers, input layer (the number of nodes in 
this layer is equal to the number of features, 𝑋!), hidden 
layer (it is possible to consider multiple hidden layers) and 
output layer (there is a single node in this layer representing 
𝑌 ). Each node is a neuron and the network is fully 



connected (i.e. all neurons, except the neurons in the output 
layer have axioms to the next layer). The weight of neurons 
in each layer is updated in the training process using 
𝑎! = 𝑋!𝑊!"

!
!!!  and the response of a neuron is calculated 

using the sigmoid function, 𝑓(𝑎!) =
!

!!!"#  (!!!)
 which is fed 

forward to the next layer. The weights are updated in the 
training process such that the overall mean squared error, 
𝑆𝑆𝐸 = !

!
(𝑌 − 𝑌)!!

!!!  is minimized, where 𝑌 is the actual 
value, 𝑌  is the network output and N is the number of 
samples. 

 

E. Support Vector Machines 
We adopt binary SVM for classification [25] of 

manipulated samples where 𝑌 ∈ −1,1  (i.e. 1 represents a 
manipulated sample). The main idea behind SVM is finding 
the hyperplane that maximizes the marginal distance (i.e. 
sum of shortest distances) to data points in a class. The 
samples in input space are mapped to a feature space using a 
kernel function to find the hyperplane. We use the linear 
kernel in our experiments (other widely used kernels for 
SVMs are polynomial, radical basis function (RBF) and 
sigmoid [15]). The SVM is trying to find 𝑤 and 𝑏 in the 
hyperplane 𝑤. 𝑥 − 𝑏 = ±1 which means the marginal 
distance of !

!
 should be maximized. This is an 

optimization problem of minimizing 𝑤  subject to 
𝑦!(𝑤. 𝑥! − 𝑏) ≥ 1. A simple trick to solve the optimization 
problem is working with !

!
𝑤 ! to simplify derivation. The 

optimization problem becomes argmin!,!
!
!
𝑤 ! subject to 

𝑦!(𝑤. 𝑥! − 𝑏) ≥ 1 and this can be solved through standard 
application of the Lagrange multiplier. 

 

F. k-Nearest Neighbor   
kNN [26] is a simple algorithm that assigns the majority 

vote of k training samples that are most similar to the to the 
new sample. There are different similarity measures (i.e. 
distance measures) such as Euclidean distance, Manhattan 
distance, cosine distance, etc. kNN is typically used with 
Euclidean distance. The linear time complexity of Euclidean 
distance (O(n)) makes it an ideal choice for large datasets. 
We use kNN with Euclidean distance as the similarity 
measure of the k nearest samples for binary classification.  
 

G. Performance Measure  
Misclassification costs are unequal in fraud detection 

because false negatives are more costly. In other words, 
missing a market manipulation case (i.e. positive sample) by 
predicting it to be non-manipulated (i.e. negative sample), 
hurts performance of the method more than predicting a 
sample as positive while it is actually a negative sample (i.e. 

manipulated case). Threshold, ordering, and probability 
metrics are effective performance measures for evaluating 
supervised learning methods for fraud detection [27]. 
According to our studies the most effective metrics to 
evaluate the performance of supervised learning methods in 
classification of market manipulation include Activity 
Monitoring Operating Characteristic (AMOC) [28] (average 
score versus false alarm rate), Receiver Operating 
Characteristic (ROC) analysis (true positive rate versus false 
positive rate), mean squared error of predictions, 
maximizing Area under the Receiver Operating Curve 
(AUC), minimizing cross entropy (CXE) [29] and 
minimizing Brier score [29]. 

We use ROC analysis in our experiments reporting 
sensitivity, specificity and F2 measure. Let True Positive 
(TP) represent the number of manipulated cases classified 
correctly as positive, False Positive (FP) be the number of 
non-manipulated samples that are incorrectly classified as 
positive, True Negative (TN) be the number of non-
manipulated samples that are correctly classified as positive 
and False Negative (FN) be the number of manipulated 
samples that are incorrectly classified as negative, the 
precision and recall are 𝑃 = !"

!"!!"
 and 𝑅 = !"

!"!!"
 

respectively. Sensitivity or recall measures the performance 
of the model in correctly classifying manipulated samples as 
positive, while the Specificity, 𝑆𝑃𝐶 = !"

!"!!"
 measures the 

performance of the model in correctly classifying non-
manipulated samples as negative. We use F2 measure 
because unlike F1 measure, which is a harmonic mean of 
precision and recall, the F2 measure weights recall twice as 
much as precision. This is to penalize misclassification of 
TP more than misclassification of TN. The F-Measure is 
defined as 

 

𝐹! = 1 + 𝛽! ∗
𝑃 ∗ 𝑅

(𝛽! ∗ 𝑃) + 𝑅

=
1 + 𝛽! ∗ 𝑇𝑃

1 + 𝛽! ∗ 𝑇𝑃 + (𝛽! ∗ 𝐹𝑃) + 𝐹𝑃
 

 
and F2 measure is a special case of F-Measure where β is 
equal to 2. 

 

IV. RESULTS AND DISCUSSION 
Diaz et. al. [1] and some previous works used the raw 

price of securities as a feature in their modeling. We argue 
that although the price is the most important variable that 
should be monitored for detecting market manipulation, it 
should not be used in its raw form. The price of a stock does 
not reflect the size of a company nor the revenue. Also, the 
wide range of stock prices is problematic when taking the 
first difference of the prices. We propose using the price 
percentage change (i.e. return), 𝑅! = (𝑃! − 𝑃!!!)/𝑃!!! or  



TABLE I.  SUPERVISED LEARNING ALGORITHMS PERFORMANCE 

Algorithm Sensitivity Specificity Accuracy F2 measure 

Naïve Bayes 0.89 0.83 0.83 0.53 

CART 0.54 0.97 0.94 0.51 

Neural Networks  0.68 0.81 0.80 0.40 

CTree 0.43 0.95 0.93 0.40 

C5.0 0.43 0.92 0.89 0.35 

Random Forest 0.32 0.96 0.92 0.30 

kNN 0.28 0.96 0.93 0.26 

 

log(𝑃!/𝑃!!!) where Rt and Pt represent return and price of 
the security at time t respectively. Furthermore, this is a 
normalization step, which is a requirement for many 
statistical and machine learning methods (the sample space 
of Rt is [−1,𝑀] and 𝑀 > 0). We used stock returns in our 
experiments and removed the raw price variable from the 
datasets. 

The baseline F2 measure on the testing dataset (6,685 
positive/manipulated samples and 137,373 negative samples) 
is 17%. If a hypothetical model (this would be also 
ineffective) predicts all samples as manipulated, clearly the 
recall is 100% but the specificity would be 4%, thus, F2 
measure of 17%. Some related works report the accuracy [1] 
or overall specificity and sensitivity (i.e. combining 
performance measures on training and testing datasets or 
including the performance of models in correctly classifying 
non-manipulated samples). We emphasize that these 
numbers may be misleading (some of the worst models that 
we built in our experiments with respect to correctly 
classifying manipulated samples, easily exceed accuracy 
rates of 90%) because a) the misclassification costs for 
manipulated and non-manipulated cases are unequal, b) the 
number of samples in the manipulated class is typically 
significantly lower than the number of samples in the non-
manipulated class. In our experiments, we focus on 
performance of the models on correctly classifying 
manipulated samples.  

Table 1 describes a summary of performance measures of the 
supervised learning algorithms that we adopted to detect 
market manipulation on the testing dataset. All the 
algorithms listed in the table outperform the baseline 
significantly but SVM which fails to improve the baseline 
(fine-tuning parameters and using other kernel functions are 
expected to improve results and we will pursue this avenue 
in our future work). Decision trees generally produce models 
that rank high in our experiments. These models are 
relatively fast and it is possible to improve the results slightly 
with tweaking the parameters (we did not find significant 
performance improvements) or using a grid to optimize the 
parameters. We avoided exhaustive search for best 
parameters as it is a risk factor for overfitting. The Naïve 
Bayes outperform other algorithms in our experiments with 
sensitivity and specificity of 89% and 83% respectively. 
Figure 1 to 3 illustrate ROC curves describing the 
performance of models based on CART, Random Forest and 

  

Fig. 1. Performance results using CART – (a) comparing average 
precision and recall (b) comparing average TP and FP rates 

  

Fig. 2. Performance results using Random Forest – (a) comparing average 
precision and recall (b) comparing average TP and FP rates 

 

  

Fig. 3. Performance results using Naïve Bayes – (a) comparing average 
precision and recall (b) comparing average TP and FP rates  

Naïve Bayes. 

We use kNN with equal weights and this most likely gives 
the lower bound performance of kNN on the testing dataset. 
A future work may use weighted kNN [30] to allow 
different weights for features (e.g. using Mahalanobis 
distance [31] to give more weight to features with higher 
variance). The same principle can be pursued in regression 
decision trees using a regularizer term to assign different 
weights to features. Furthermore, we tackle the issue of 
imbalanced classes by boosting the number of manipulated 
samples in our datasets through SMOTEBoost [32] and 
applying decision tree algorithms to the new datasets. The 
initial results using SMOTEBoost improves performance of 
the models but the improvements are not significant. We are 
working on other approaches for boosting the number of 
samples in the minority class that is highly desired in 
developing data mining methods for detecting market 



manipulation. 
The results indicate adopting supervised learning algorithms 
to identify market manipulation samples using a labeled 
dataset based on litigation cases is promising. However, a 
critic may reasonably raise the issue of generality of such 
models as they are trained using one dataset. We stress the 
importance of developing techniques to systematically 
synthesize manipulated samples that can be integrated with 
actual market data for training and testing data mining 
methods for detecting market manipulation.  
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