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ABSTRACT

Recent advances in functional brain imaging enable identi-
fication of active areas of a brain performing a certain func-
tion. Induction of logical formulas describing relations be-
tween brain areas and brain functions from functional brain
images 1s a category of data mining. It is difficult, how-
ever, to apply conventional mining techniques to functional
brain images due to several reasons, such as the difficulty of
reducing images to symbolic data, possible existence of cor-
relations between adjacent pixels in a image and the limited
number of samples available from a single subject. Tsuki-
moto and Morita presented an algorithm for data mining
from functional brain images and showed that the algorithm
works well for artificial data. The algorithm consists of two
steps. The first step is nonparametric regression. The sec-
ond step is rule extraction from the linear formula obtained
by the nonparametric regression. The authors have applied
the algorithm to real f-MRI images. This paper reports that
the algorithm works well for real f-MRI data and has led to
the discovery of certain rules for a finger tapping action and
a speech-related action.

Categoriesand Subject Descriptors
1.2.6 [Learning]: Concept learning; J.3 [Life And Medi-
cal Sciences]: Medical information systems

Keywords
Knowledge discovery, Functional brain images, Nonpara-
metric regression, Rule extraction, Human brain mapping

1. INTRODUCTION

Conventional data mining techniques deal with symbolic
and/or numerical data contained in tables in which the inde-
pendence of rows is tacitly assumed. This simple structure
makes the data easy to mine. As demand for knowledge
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discovery from real world data grows, however, methods for
deriving knowledge from structured data (including time se-
ries, images and data embedded in graphical structures) are
strongly desired.

Knowledge discovery from functional brain images is a can-
didate field for the application of such methods. As a result
of the ongoing development of non-invasive measurement of
brain function, detailed functional brain images can be ob-
tained, from which the relations between brain areas and
brain functions can be understood. These relations, how-
ever, could be complicated since several brain areas might
be responsible for a brain function. Some of them are con-
nected in series, and others are connected in parallel. Brain
areas connected in series are described by “AND” and brain
areas connected in parallel are described by “OR”. There-
fore, the relations between brain areas and brain functions
are described by rules.

It is of crucial importance for researchers involved in map-
ping brain functions to find such rules from functional brain
images. Although several statistical methods, such as the
Statistical Parametric Map[2] and Independent Component
Analysis[3], are being used in human brain mapping, these
methods can only present some principal areas for the func-
tion and cannot discover rules. Furthermore, several factors
prevent conventional data mining techniques from being ap-
plied to functional brain imaging. First, observed images
consist of real values and it is not easy to reduce them to
simple symbolic data such as “active” / “inactive”. Second,
it is expected that strong correlations exist between adja-
cent pixels in an image. Therefore, a mining scheme should
take the structure of the image into account so as to im-
prove its quality. Third, in a usual function brain imaging
experiment, the number of samples obtained from a single
subject is limited. This scarcity of samples makes it hard to
obtain accurate rules.

Tsukimoto and Morita have presented a new algorithm ca-
pable of extracting rules from such structured data, which
is now called the Logical Regression Analysis(LRA). They
confirmed that the LRA works well for artificial functional
brain image data[11]. The LRA consists of two steps. In the
first step, a linear formula describing the relation between
an image and a brain function is derived using regression



analysis. In order to obtain a linear formula from relatively
few samples, nonparametric regression is used. The subse-
quent, step extracts rules from the linear formula obtained
in the previous step.

This paper reports the application of the LRA to real f-
MRI data obtained in the experiments of finger tapping and
speech actions. Section 2 briefly outlines a scheme of the
data mining from functional brain images. Section 3 gives
exact formulation of nonparametric regression used in the
analysis. Section 4 explains the rule extraction algorithm
from a linear formula. Section 5 shows experimental results
obtained by applying the LRA to real f~-MRI images and
discusses its meaning in brain science. Conclusions are pre-
sented in Section 6.

2. DATA MINING FROM FUNCTIONAL
BRAIN IMAGES

Fig.1 1s a schematic illustration of a 2-dimensional functional
brain image with a circle representing a contour of a brain.
In Fig.1, the image is divided into 6x6(=36) pixels. In an
experiment using f-MRI, subjects are told to do some task
and rest for a while repeatedly. If a pixel includes or in-
tersects brain areas responsible for that task, activation of
the area by the task results in enhanced value of the pixel.
Detecting difference of the value of a pixel between the im-
age taken while the subject is doing the task and one while
he/she is resting thus makes it possible to identify areas
responsible for the task.
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Figure 1: Brain image

Although values of pixels in a real f-MRI image are contin-
uous, for simplification, we assume here that the values are
binary, that is, on(active) or off(inactive). Also, we assume
that there are seven samples. Table 1 shows the data. In
Table 1, ’on’ and ’off’ mean that the pixel is active and in-
active, respectively. Y in class shows that a subject i1s doing
a certain task and N shows that he/she is resting.
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Table 1: Data
sample | 1 2 | - | 36 || class
S1 on | off off Y
S2 on | on off N
S3 off | off on N
S4 off | on on Y
S5 on | off off N
S6 off | on on N
S7 off | off on Y

If an activity of a pixel is strongly correlated with the class
value, the pixel is considered to be a part of an area re-
sponsible for the function. On the contrary, if a pixel is
always inactive, it is considered to be a part of inhibitory
Otherwise, i.e. a pixel’s activity does not have any
correlation with the class value, it i1s regarded as irrelevant
to the function. Combining pixel values of responsible ar-
eas and negation of pixel values in inhibitory areas produces
a logical formula that describes a rule governing the brain
function. It is thus clear that rule extraction from functional
brain images is formulated as a typical supervised inductive
learning.

area.

What makes the rule extraction difficult, however, is that
variation of a pixel value correlated to brain function is so
subtle that there is no clear-cut way to reduce observed nu-
merical pixel values to simple ‘on’/‘off” symbols. Combining
regression analysis and rule extraction, the LRA evaluates
quantitative significance of each pixel respecting the brain
function, which makes fast and rigorous rule extraction pos-

sible.

3. NONPARAMETRIC REGRESSION

As explained earlier, the LRA uses regression in its first step.
In functional brain image analysis, each image has more than
a thousand pixels, which mean that there are more than a
thousand independent variables. The number of samples ob-
tained in a single experiment is around one hundred, which
is significantly small compared with a number of indepen-
dent variables. It is therefore impossible to use conventional
linear regression which requires a larger number of samples
than the number of independent variables.

Another problem inherent in image analysis is that strong
correlation is expected between adjacent pixels. This also
applies in the analysis of functional brain images where con-
tribution of each pixel to brain function cannot be regarded
as truly independent.

As shown below, these two problems are resolved simultane-
ously in a framework of nonparametric regression. The next
subsection explains the conventional 1-dimensional nonpara-
metric regression[1]. Extension to 2-dimensions, which is
used in the analysis of functional brain images, is described
in the later subsection.

3.1 1-dimensional nonparametricregression

Nonparametric regression is defined as follows: Let y stand
for a dependent variable and ¢;(j = 1,..,m) stand for in-
dependent variables. Then, the regression formula is as fol-



lows:
g= Za]t] +e(y=1,..,m),

where a; are real numbers and e is a zero-mean random
variable. When there are n measured values of v,

g = Za]t,‘] +ei(i=1,..,n).

In usual linear regression, the coefficients a; are defined so
that residual error(i.e., difference between measured value of
y and calculated value by the formula) is minimized, whereas
in nonparametric regression, continuity of coefficients is also
taken into account[Miwa, private communication]. There-
fore, the evaluation value is now described as follows:

n

1/n Z(yl —4i)° + )‘Z(C’Hl —a;)°

=1

where ¢ is an estimated value. The second term in the above
formula is the difference of first order between the adjacent
coefficients, that is, the continuity of the coefficients. Ais the
coefficient of continuity. Consideration of two extreme cases
facilitates understanding of the characteristics of the above
evaluation value. When A — 0, the evaluation value consists
of only the first term, that is, error, which means the usual
regression. In this case, the effective number of coefficients
is exactly the same as the actual number of coefficients. On
the other hand, if X is infinitely large, the evaluation value
consists of only the second term, that is, continuity, which
means that the error is ignored and a; i1s a constant. This
is equivalent to the case where there is a single coefficient.
The effective number of coefficients is thus controlled by
the value of A. By determining the value of A adaptively,
a nonparametric regression scheme can handle the situation
in which the number of samples available is smaller than the
number of coefficients.

We determined the value of A using the leave-one-out method
cross validation[6], whose formulation can be described as
follows. Let X stand for n x m matrix. Let ¢;; be an element
of X. Let y stand for a vector consisting of y;. m X m matrix
C is as follows:

1 -1

Off diagonal elements of C not written explicitly are exactly
0. Cross validation function C'V is as follows:

CV =ny'y
y = Diag(I-A)™"(I-A)y

A =X(X*X 4 (n-1)AC)"'X",

where DiagA is a diagonal matrix whose diagonal compo-
nents are A’s diagonal components. Then the coefficients
A= (ai, - ,am)" are obtained by

4= (XX +n)C)'X",

where A, 1s the X that minimizes the cross validation func-

tion C'V.

3.2 2-dimensional nonparametricregression
The nonparametric regression scheme explained in the pre-
vious subsection is extended to the 2-dimensional case and
applied to f-MRI data. In 2-dimensional data, there are four
adjacent measured values !, whereas in 1-dimensional data,
there are only two. Hence, the evaluation value for the con-
tinuity of coefficients a; is modified so that continuity with
adjacent four pixels is taken into account. For example,
pixel 8 in Fig.1 has four adjacent pixels ( 2, 7, 9 and 14 ),
and the evaluation value is as follows:

(as — a2)2 + (as — a7)2 + (as — a8)2 + (a1a — a8)2~

4. RULE EXTRACTION
4.1 Ruleextractioninthediscrete domain

In this subsection, a method for rule extraction in the dis-
crete domain is explained. The main idea is to find a Boolean
function which is nearest to a given linear formula in the
Boolean function space.

Let (f;) be the values of a linear formula. Let (g;)(g: =0 or
1) be the values of Boolean functions. The basic method is
as follows:

_ [ Wi >05),
957 o(fi < 0.5).

This method minimizes Euclidean distance.

Generally, let g(z1, ..., 25 ) stand for a Boolean function, and
let gi (¢ = 1,...,2™) stand for values of a Boolean function and
then the Boolean function is represented by the following
formula:

on
g(z1,. .., 2n) = Zg,‘a,‘,
i=1

where Y is disjunction, and a; is the atom corresponding to
gi, that 1s,

where

e(z,) = { LA =0;,

x](e] =1),

where ] stands for conjunction, T stands for the negation
of z, and e; is the substitution for z;, that is, e; = 0 or 1.
The above formula can be easily verified.

Fig. 2 shows a case of two variables, x and y. Crosses stand
for the values of a linear formula and circles stand for the
values of a Boolean function. Values on the horizontal axis,
00,01,10 and 11, stand for the domains. For example, 00
stands for £ = 0,y = 0.

In this case, the values of the Boolean function g(z,y) are
as follows:

9(0,0) =1,9(0,1) =1,¢(1,0) = 0,9(1,1) = 0.

!One might think of a neighbor consisting of eight surround-
ing pixels. We did not pursue this possibility.
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Figure 2: Approximation

Therefore, in the case of Fig. 2, the Boolean function is as
follows:

9(z,y)
= ¢(0,0)z5 + g(0, 1)7y + g(1,0)xg + g(1, 1)zy
= 1xy+ lxy + Ozy + Ozy
= Ty+ay
= T.

4.2 Thefast polynomial time algorithm

A naive implementation of the rule extraction above re-
quires computational time which grows exponentially with
the number of independent variables. Tsukimoto presented
the polynomial time algorithm[9], [10], the outline of which
is now described.

Let a linear formula be as follows:

f = P17 + ... +pn-rn +pn+17

The Boolean function which approximates f is obtained by
the following steps.

1. Check if

R R P
exists in the Boolean function after the approximation
by the following formula:

>

1<3<n,3# 1,4 ,p; <0

g
Prt1+ D p; + p; > 05
(5]

2. Connect the terms existing after the approximation by
logical disjunction to make a DNF formula.

3. Execute the above procedures up to a certain (usually
two or three) order.
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4.3 Extension to the continuousdomain
Continuous domains can be normalized to [0,1] domains by
some normalization method. So we assume here that the
values lie in [0,1] domains without loss of generality. First,
we have to present a system of qualitative expressions cor-
responding to Boolean functions, in the [0,1] domain. The
expression system is generated by direct proportion, reverse
proportion, conjunction and disjunction. The direct propor-
tion is y = x. The inverse proportion is y = 1 —x, which is a
little different from the conventional one (y = —z), because
y = 1 —x 1s the natural extension of the negation in Boolean
functions. The conjunction and disjunction will be also ob-
tained by a natural extension. The functions generated by
direct proportion, reverse proportion, conjunction and dis-
junction are called continuous Boolean functions, because
they satisfy the axioms of Boolean algebra. For details, re-
fer to [8]. In the domain [0,1], linear formulas are approx-
imated by continuous Boolean functions. The method for
deriving such an expression is exactly the same as the one
in the discrete domain[7], [12].

5. EXPERIMENTS

Two f-MRI experiments are conducted, each with a single
subject. Data obtained consist of 32 series of cross-sectional
brain images, i.e. slices(Fig. 3). Nonparametric regression
is performed on each series of images and average residual
error of the regression is calculated. Small error value of a
slice 1s deemed to be an evidence of the existence of signals
correlated to the task on the slice. Rule extraction is per-
formed on these slices to identify brain areas related to the
task. Detailed results of each experiment are given in the
following subsections.

OoOFrN

Figure 3: Slices

5.1 Finger tapping
In a finger tapping task experiment, the subject is asked to
tap four fingers with thumb using his right hand.

The experimental conditions are summarized as follows:



magnetic field intensity: 1.0 Tesla

number of pixels: 64x64
number of slices: 32
subject: male( 36 years old )
number of task samples: 30
number of rest samples: 33

Table 2 shows the error of nonparametric regression for each
slice. Note that slices are numbered from bottom to top, i.e.,
slice 0 is lower part of the brain and slice 31 is located at
the top of the brain.

Table 2: Error (Finger tapping)

slice | err. || slice | err. || slice | err. || slice | err.
0 0.73 8 1.00 16 0.11 24 0.96
1 0.02 9 0.83 17 0.96 25 0.10
2 0.38 10 0.45 18 0.40 26 0.54
3 0.58 11 1.00 19 0.71 27 0.53
4 0.09 12 0.10 20 0.93 28 0.71
5 0.01 13 0.90 21 0.09 29 0.58
6 0.62 14 0.75 22 0.39 30 0.71
7 0.37 15 0.09 23 0.47 31 0.89

Slices with small errors (0.1 or less) are listed as follows:

21
0.09

15
0.09

25
0.10

12
0.10

slice 5 1 4
0.01 | 0.02 | 0.09

error

The errors of No.8 and No.11 slices are nearly 1.0, which
means that these slices have no relations to finger tapping.

Figure 4 - Figure 10 are graphical representations of the
rules for slices of No. 1, 4, 5, 12, 15, 21 and 25, respectively.
In the figures, white areas show activation areas related to
finger tapping and dark gray areas show inhibition areas.
Note that these figures illustrate cross sections seen from
below, i.e., left side of figures correspond to the right side
of subject’s head and vice versa. Note also that upper side
and lower side of figures correspond to the front and back
of subject’s head, respectively.

Interpretations of these rules in terms of brain physiology
are given as follows:

Movements of the non-dominant hand usually induce neu-
ral activity in motor and sensory areas in both hemispheres,
and cause higher activity in the dominant hemisphere (con-
tralateral to the non-dominant hand). In this case, the
subject was left-handed and he moved his right hand (non-
dominant). Higher activity was observed in the right (dom-
inant) motor and sensory areas than in those on the left as
shown in Figs. 7 - 9.

e Fig.6, 4, 5(slice No. 5,1, 4 )
Higher activity was observed in the right cerebellum.
The result agrees with the fact that the neural activ-
ity in the cerebellum ipsilateral to the moving hand
is higher than in the cerebellum contralateral to the
moving hand.
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o Fig.7(slice No.12)
Activity in the right (dominant) motor-sensory area.

o Fig. 8(slice No.15)
Neural activity was clearly observed in motor, sensory,
and supplementary motor areas in the right (dom-
inant) hemisphere, and diffusive activity in the left
motor-sensory area.

o Fig.9(slice No.21)
Activity in the right (dominant) premotor area related
to motor programming and pattern generation.

o Fig.10(slice No.25)
Activity in the right (dominant) premotor and supple-
mentary areas.

5.2 Shiritori

The next experimental task is shiritori, which is a well-
known Japanese word game for two or more players. Each
player utters a word that starts with the same syllable as
the last syllable of a word uttered by a previous player. An
example is shown below.

toki — kimono —
(time) (wear)
nomimono — nonki —
(drink) (optimism)

This process is repeated until someone fails to come up with
a word. In our sheritor: experiment, the subject is presented
a single Japanese character at the beginning of each task pe-
riod, then he begins playing shiritoriby himself starting with
the character. While doing the task, he does not actually
utter words but speaks silently.

The experimental conditions are as follows:

magnetic field intensity: 1.0 Tesla
number of pixels: 64x64
number of slices: 32
subject: male(45 years old)
number of task samples: 40
number of rest samples: 40

Table 3 shows the errors of nonparametric regression. The
result of nonparametric regression is worse than that of fin-
ger tapping. In shiritori, no slice has an error of 0.1 or less
and the least error is 0.11. That means that shirotori is
complicated and therefore is related to several areas such as
speech area, vision area, auditory area, motor area, and so
on.

Slices with small errors (0.2 or less) are as follows:

13 6
0.15 | 0.15

16 3
0.17 | 0.19

slice 7
0.11

error

There are strong correlations between shiritori and slices
No.7, 13, 6, 16 and 3, since errors in the slices are small.
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Figure 4: Rule (Finger 1) Figure 5: Rule (Finger 4) Figure 6: Rule (Finger 5) Figure 7: Rule (Finger 12)
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Figure 8: Rule (Finger 15) Figure 9: Rule (Finger 21) Figure 10: Rule (Finger 25)

Table 3: Error (Shiritori)

slice | err. || slice | err. || slice | err. || slice | err.
0 0.92 8 0.88 16 0.17 24 0.21
1 0.89 9 0.85 17 0.62 25 0.87
2 0.87 10 0.67 18 0.44 26 0.86
3 0.19 11 0.61 19 0.49 27 0.31
4 0.80 12 0.84 20 0.71 28 0.58
5 0.66 13 0.15 21 0.70 29 0.68
6 0.15 14 0.76 22 0.84 30 0.91
7 0.11 15 0.71 23 0.85 31 0.38

Figure 11 - Figure 15 show rules for slices No. 3, 6, 7, 13
and 16, respectively.

Some of the rules presented are interpreted as follows:

e Fig. 13(slice No.7)
Activation of the left prefrontal area.
The left prefrontal area was activated related to work-
ing memory required for mental word generation .

e Fig. 11(slice No.3)
Activation of the right cerebellum.
This showed that the cerebellum was related to some
cognitive functions in addition to motor functioning.
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The cerebellum predominantly connects with the con-
tralateral frontal cortex, and the right cerebellum was
activated associated with the left prefrontal area.

Physiological meanings of other rules observed during the
task are to be studied in future.

6. CONCLUSIONS

We have applied the Logical Regression Analysis to real f-
MRI images obtained by experiments of finger tapping and
speech actions, i.e., shiritor: tasks. It is confirmed that the
nonparametric regression extended for functional brain im-
age analysis, which consists of the first step of the LRA, can
successfully identify slices of a brain relevant to the tasks.
Rule extractions, the second step of the LRA, performed
on these relevant slices induced rules which are reasonably
interpreted in terms of brain physiology.
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