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ABSTRACT
Feature extraction and knowledge discovery from a large
amount of image data such as remote sensing images
have become highly required recent years. In this study,
we present a framework for data mining from a set of
time-series images including moving objects using clus-
tering by self-organizing mapping(SOM) and extraction
of time-dependent association rules. We applied this
method to weather satellite cloud images taken by GMS-
5 and evaluated its usefulness. The images are classi-
�ed automatically by two-stage SOM. The results were
examined and the cluster addresses were described in
regard to season and prominent features such as ty-
phoons or high-pressure masses. Sequential images are
then transformed into a data series expressed by clus-
ter addresses and time of occurrence, from which time-
dependent association rules (simple serial rules) are ex-
tracted using a method for �nding frequently co-occurring
term-pairs from text. Semantic indexed data and ex-
tracted rules are stored in the database, which allows
high-level queries by entering SQL through user inter-
face, and thus supports knowledge discovery for domain-
experts. We believe that this approach can be widely
useful and applicable to knowledge discovery from an
enormous amount of multimedia data, which includes
unknown sequential patterns.

Categories and Subject Descriptors
H.2.8 [Information Systems]: Database Applications|
data mining, image database, scienti�c databases
; H.3.3 [Information Systems]: Information Search
and Retrieval|clustering ; J.2 [Computer Applica-
tions]: Physical Science and Engineering|earth and
atomspheric science

General Terms
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Keywords
Satellite image database, clustering, self-organizing fea-
ture map, time dependent association rule, R-tree, content-
based image retrieval, SQL query

1. INTRODUCTION
A huge amount of data has been stored in databases
in the areas of business or science. Data mining or
knowledge discovery from database(KDD) is a method
for extracting unknown information such as rules and
patterns from a large-scale database. The well-known
data mining methods include decision tree, association
rules[3], classi�cation, clustering, and time-series anal-
ysis[1][2].

The process of the data mining is composed of the fol-
lowing six parts: (1) acquisition of input data, (2) se-
lection of input data, (3) preprocessing, (4) transfor-
mation, (5) extraction of patterns, rules, etc., and (6)
interpretation and evaluation of the results.

There are two main areas of in the data mining: one
focused on business data and one focused on scienti�c
data.

One of well-known cases of scienti�c data mining is the
Sky Image Cataloging and Analysis tool (SKICAT) de-
veloped for the second Palomar Observatory Sky Sur-
vey[6]. They extracted astronomical body candidates
from enormous raw images and classi�ed them using
a decision tree. In this process the researchers discov-
ered both the classi�cation rules and the novel bodies.
Smyth et al.[8] and Burl et al.[7] have also reported a
discovery system for venusian volcanoes based on syn-
thetic aperture radar images taken by the spacecraft
Magellan, which are very e�ective as recognition guides.

Image data such as satellite images and medical images
often amount to several Tera bytes, thus manual and
detailed analysis of these data becomes impractical[5].
Therefore an automated(or semi-automated) procedure



to extract knowledge from these data should be included
in the data mining from the image database.

In our recent studies[14][15], we have applied data min-
ing methods such as clustering and association rules to
a large number of the satellite weather images over the
Japanese islands taken by Japanese stationary satellite
GMS-5. These weather images are accumulated every-
day and form a large amount of raw database.

Metrological events are considered to be chaotic phe-
nomena in that an object such as a mass of cloud changes
its position and form frequently. Furthermore they are
time-sequential data such as video images.

Features of our studies applied to the weather images
are summarized as follows:

(1) The application of data mining method to image
classi�cation and retrieval.

(2) Feature description from time-series data.

(3) Implementation of the result of classi�cation as
the user retrieval interface.

(4) Construction of the whole system as a domain-
expert supporting system.

We describe an overview of the system in Section 2. A
clustering algorithm for time-sequential images and its
experimental results are described in Section 3. Sec-
tion 4 describes the algorithm of extraction of time-
dependent association rules and its experimental results.
Section 5 describes details of the construction of the
database by using R-tree and the results of its imple-
mentation. Section 6 provides a conclusion.

2. SYSTEM OVERVIEW
We constructed a weather image database that gathers
the sequential changes of cloud images and the domain-
expert analysis support system for these images. We
characterize the system's images using clustering method
(Section 3) and describe the image changes in terms
of the sequential cluster numbers. Then we derive the
time-dependent association rules from the sequential data
(Section 4) and index them. The 
ow of this system is
shown in Figure 1 and described as follows:

step 1 Clustering using a self-organizing map.

step 2 Generation of time-sequential data from
a series of cluster addresses.

step 3 Extraction of time-dependent rules from
the time-sequential data.

step 4 Indexing of rules and a series of clus-
ter addresses by using R-tree, and con-
struction of the database.

step 5 Searching for time-sequential variation
patterns and browsing for the retrieved
data in the form of animation.

The above-described process enables us to characterize
enormous amount of images acquired at a certain time
interval semi-automatically, and to retrieve the images
by using the extracted rules. For example, this process
enables queries like "search for frequent events that oc-
cur between one typhoon and the next typhoon", or
"search for a weather change such that a typhoon oc-
curs within 10 days after a front and high pressure mass
developed within the time interval of 5 days".
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Figure 1: Overview of the system.

3. TIME-SEQUENTIALDATA DESCRIP-
TION BY USING CLUSTERING

3.1 Data set description
Satellite weather images, taken by GMS-5 and received
at the Institute of Industrial Science, Tokyo University,
are archived at the Kochi University weather page
(http://weather.is.kochi-u.ac.jp). The images used in
this study are infrared band(IR3: moisture band, wave-
length of 6.5-7 �m) images taken Japanese islands, which
are of 640-pixels in width and 480-pixels in height. Each
image is taken every hour, and about 9000 images are
archived every year. Figure 2 shows an example of the
image sequence.

Figure 2: Example of weather image(GMS-5 IR3
band) sequence.

We considered that conventional image processing meth-
ods might be unable to detect moving objects such as
the cloud masses that change their position and form
during the time sequence. Thus we used the follow-
ing SOM-based method for the automatic clustering of



images by using the raster-like scanned image intensity
vectors as the inputs.

3.2 Clustering and Kohonen’s self-organizing
map

Similarity analysis from full-text databases or image
databases use sophisticated retrieval methods based on
the indexing of space or the indexing of feature spaces.
Clustering based on similarity is one of the extensions
of these methods. When standard feature patterns are
not given for the object data set, distance criteria in the
feature spaces are used to divide the object set into the
subset. This provides the rough structure to the given
non-structured information.

Kohonen's self-organizing map (SOM)[9] is a paradigm
which was suggested in 1990. The SOM is a two layer
network that organizes a feature map by discovering fea-
ture relations based on input patterns through iterative
non-supervised learning.

competition
layer

N x M

grid

input layer unit1 unit2 unitn

input vector E

Figure 3: Basic structure of Kohonen's self-
organizing map

Figure 3 presents basic schematic structure of Koho-
nen's self-organizing map. The network, a combination
of the input layer and the competition layer, is trained
through non-supervised learning. Each unit of the in-
put layer has a vector whose components correspond to
the input pattern elements.

The algorithm of the SOM is described as follows:

step 1 Let the input pattern vector E 2 Rn as,

E = [e1; e2; e3; � � �; en] (1)

step 2 Assume the weight of union from the

input vector the to a unit i as

Ui = [ui1; ui2; ui3; � � �; uin]: (2)

Initial values of uij are given randomly.

step 3 E is compared with all Ui, and the best
matching node which has the smallest
Euclidean distance jE � Uij is deter-
mined and signi�ed by the subscript c,

c = argminijE � Uij: (3)

step 4 Weight vectors of the best matching node
c and its neighbors,Nc, are adjusted to
increase the similarity as follows,

unewij = uoldij +�uij (4)

where

�uij =

�
�(ej � uij) (i 2 Nc)

0 (i =2 Nc)
(5)

�t = �0

�
1�

t

T

�
(6)

The �t is the learning rate at the time
of t iterations, �0 is the initial leaning
rate, and T is the total number of iter-
ations.

step 5 The learning rate and the size of neigh-
bor decreases as the learning proceeds.

The input signals E are classi�ed into the activated
(nearest) unit Uc of the input layer and projected onto
the competition grids. The distance on the competition
grids re
ects the similarity between the patterns. Af-
ter the training is completed, the obtained competition
grids. i.e., the feature map, represents a natural rela-
tionship between the patterns of input signals entered
into the network.

3.3 Clustering by two-stage SOM
Figure 4 represents the problem of clustering of weather
images. Two images in Figure 4(a) are considered to
have features similar to those of typhoon and a front, al-
though their forms and positions are changed. When we
take the input vectors simply as the raster-like scanned
intensity vectors, these images are classi�ed into the dif-
ferent groups based on the spatial variations of intensity.
We considered that this di�culty is avoided by dividing
the images into blocks as shown in Figure 4(b).

The procedure adopted here, named two-stage SOM, is
described as follows:

stage 1 Clustering of pattern cells

step 1 All Images are divided into N�M blocks.

step 2 SOM generates the feature map, taking
the each block's raster-like scanned in-
tensity vectors as the input vectors.



Figure 4: Problem for clustering of weather im-
ages.

step 3 The SOMmap cluster address is used to
describe blocks of the original images.
We refer to this characterized blocks as
the pattern cells.

stage 2 Clustering of the images by using
frequency histograms of pattern cells.

step 1 Each image is represented as the fre-
quency histogram of the pattern cells.

step 2 The feature map of SOM is generated
by taking the frequency histogram of
each image's pattern cell as the input.

Extraction of frequency histogram of pattern cells in
step 1 of stage 2 reduces the spatial information of
blocks included in the images. Thus this process en-
ables to classify time-series images which have similar
objects at di�erent positions as the same type of images.

Figure 5 schematically shows the above-described pro-
cess of the two-stage SOM. The images that have simi-
lar objects are clustered into similar cells on the second
stage feature map. Note that the di�erence in seasons
is not distinguished at this point.

3.4 Result of experiments on clustering
In our experiments, we sampled GMS-5 IR3 images with
8 hour time intervals obtained between 1997 and 1998,
and composed two data set for 1997 and 1998 which
include 1044 and 966 images, respectively. We de�ned
number of blocks for each image to be 12 � 16. The
sizes of feature maps of both �rst stage SOM and second
stage SOM are de�ned to be 4� 4. Learning processes
are iterated 8000-10000 times.

The results of the experiment show that images with
similar features are classi�ed into similar cells. To evalu-

Figure 5: Clustering of weather images by SOM.

ate the accuracy of clustering quantitatively, we de�ned
the following parameters,

Precision = B=(B + C); (7)

Recall = B=(A+B); (8)

where A is the number of the nonrelevant images that
are classi�ed into the cells, B is the number of the rele-
vant images that are classi�ed into the valid cell, and C
is the number of the relevant images that are classi�ed
into the invalid cell.

Table 1 show the precision values for 1997 and 1998 to
be 86.0% and 86.7%, respectively, and that the values of
recall are 84.6% and 86.7%, respectively. These values
indicate that the clustering of weather images by two-
stage SOM can successfully learn the features of images
and can classify them with a high degree of accuracy.

Table 1: Accuracies of clustering

year Recall Precision
1997 86.0%(876/1022) 84.6%(876/1044)
1998 86.7%(838/945) 86.7%(838/966)

Furthermore, we describe the semantic representation of
clusters by specifying the season in which the clusters
are observed, based on the frequency of each cluster ev-
ery month, and by describing the representative object
such as front or typhoon by means of visual observation



of images in the cluster from a domain-expert like view.
Table 2 shows the semantical descriptions of 1997 and
1998. The distribution of similar clusters for 1997 is dif-
ferent from 1998 since we performed the SOM leaning
for these datasets independently. However, most of the
groups are observed in both maps, thus the obtained re-
sult is meaningful even in the view of the domain-expert
knowledge.

The obtained map is considered to be dependent on
the block size of the original images and size of SOM
map. Hierarchical division of each block in the origi-
nal image by using standard deviation of intensity will
be a solution to the determination of block sizes. The
algorithm of Growing Hierarchical SOM[16], which is
capable of growing both in terms of map size as well
as the three-dimensional tree structure, will be e�ective
for the adaptation of map size.

4. SEQUENTIAL ANALYSIS AND EX-
TRACTION OF TIME-DEPENDENT
ASSOCIATION RULES

4.1 Association rules
Association rules are one of the key concepts of data
mining[4]. An item i is de�ned to be a minimum element
for extraction of rules. We de�ne the set of items I and
transaction database D as

I = [i1; i2; � � � ; im]; D = [T1; T2; � � � ; Tn]; (Ti � I); (9)

where Ti is an element of the transaction database. A
combination of k items is referred to as the item set with
the length of k.

Then association rule is represented as

X ) Y (X;Y � I;X \ Y = �): (10)

Evaluating parameters of the association rule X ) Y ,
support and on�dence, are de�ned by

support(X ) Y ) =
N(Ti j Ti � X [ Y )

N(D)
; (11)

confidence(X ) Y ) =
N(Ti j Ti � X [ Y )

N(Ti j Ti � X)
; (12)

where N is the number of transactions in each condi-
tion. These parameters re
ect the processing time and
e�ectiveness of the rule.

Rule extraction is de�ned to �nd all rules that have
larger con�dence and support than the minimum thresh-
old de�ned by users. The following process describes the
extraction of association rules.

1. The item set that has larger support
than the threshold is selected (referred
to as the large item set).

2. The rules that have larger con�dence
than the threshold are selected from the
large item set.

Table 2: Semantical description of each cluster.
Cluster address is represented by the character
of A, B, C, � � �, P for the raster-like cells scanned
from the upper left corner to the lower right
corner.
1997

cluster
address

season prominent characteris-
tics

A spring sum-
mer

front, typhoon

B,C spring
autumn

high pressure in the west
and low pressure in the
east

D,H spring
autumn

band-like high-pressure

E autumn migratory anticyclone
F spring

autumn
front

G autumn
winter

linear clouds

I summer Paci�c high pressure,
front

J spring sum-
mer

rainy season's front, ty-
phoon

K,L winter winter type, whirl-like
cloud

M summer Paci�c high pressure, ty-
phoon

N spring sum-
mer

high pressure, typhoon

O winter cold front
P spring

autumn
migratory anticyclone

1998

cluster
address

season prominent characteris-
tics

A,F,O spring sum-
mer

front, typhoon

B spring
autumn

front, migratory anticy-
clone

C summer Paci�c high-pressure
D autumn migratory anticyclone
E spring

autumn
band like high-pressure

G spring sum-
mer

Paci�c high pressure,
front

H spring sum-
mer

rainy season's front

I,K,N winter winter type, linear
clouds(high pressure
in the west and low
pressure in the east)

J summer Paci�c high pressure,
front

L,M winter cold front
P autumn

winter
linear clouds



4.2 Time-series pattern analysis
Time-sequential data analysis is the method used to ex-
tract unknown patterns from time-sequential informa-
tion, is related to the association rules, and is remark-
able in the area of data mining. Episode rule[10][11] are
known as one of those methods.

Episodes are de�ned as the event pairs in a certain time
window. Events in time sequence are represented by
(e; t), where e is the class of the event and t is its oc-
currence time. In Figure 4, an event sequence given by a
string are represented by (E,31)(F,34)(A,35)(B,37)(C,38)
� � � (D,49), where A, B, C are the event classes, and the
number is the time of occurrence.

Figure 6 represents simple examples of episode rules
such as those regarding serial episodes as "event B oc-
curs after event A", parallel episodes such as "both
events E and F occurs", or a combination of serial episodes
and parallel episodes such as "event C occurs after event
E and F".

30 35 40 45 50 time

eventE A BF C E F C D B A D

window

A B C
E

F
episodeB A

Figure 6: Example of event sequence and
episode.

In order to de�ne how closely these events occur, Man-
nila et al.[10] considered the time window that is shifted
in an orderly manner in the sequence. Candidates of
episodes are extracted as the co-occurring events in the
time window. And combinations of events that have
larger frequencies than the threshold frequency are de-
termined to be episodes. A more 
exible method that
uses the minimal occurrence interval has also been sug-
gested in [11].

4.3 Time-dependent association rule
In this study we present time-dependent association rules
which modify the episode rules using the concept of
cohesion, and represent local association rules such as
"weather pattern B occurs after weather pattern A".

First we generate the sequential data of a weather pat-
tern using cluster addresses as (A; 1); (A; 2); (C; 3); � � �.
We de�ne the event as continuously occurring clusters.
The event ei in the sequence is then represented by

ei =< Ci; Sif ; Tis; Tie > (i = 1; �; �; n); (13)

where Ci is the cluster addresses, Sif is the continuity,
Tis is the starting time, and Tie is the ending time. The
sequence S is then represented by

S =< e1; e2; � � �; en >; (14)

where n is the total number of the events in the se-
quence. Figure 7 shows a representation of event se-
quence in the case of Sif � 2.

51 10 15 20 time

cluster
Event

B BB A A A E C C C C D B BB AA B
B’ A’ C’ B’ A’

neighbor=8

Figure 7: Example of description of cluster se-
quence, event sequence, and extraction of time-
dependent association rules.

We extract the event pairs that occur closely in the se-
quence by introducing the neighborhood distance. The
pattern change E is then represented by

E = h[ei; ej ]; neighbori(i = 1; � � � ; n� 1; j = 1; � � � ; n);
(15)

where [ei; ej ] represents a combination of the two events
of ei and ej which satis�es i < j, and neighbor is the
neighborhood distance.

Although neighbor is an idea similar with a time win-
dow in episode rules[10][11], we use this concept as the
time interval necessary to extract only serial episodes
such as A ) B. We exclude parallel episode rules and
combination of serial/parallel episode rules which are
included in [10][11].

Furthermore we use the method of co-occurring term-
pair [13] to evaluate the set of combinations of events
which occurs closely and frequently in the local time
window, and to extract them. The cohesion of the event
ei and ej in a local time window is represented by

cohesion(ei; ej) =
Ef(ei; ej)p
[f(ei)� f(ej)]

; (16)

where f(ei) and f(ej) are the frequencies of ei and ej ,
respectively, and Ef(ei; ej) is the frequency of the co-
occurrence of both ei and ej . The time-dependent as-
sociation rules are extracted when the event pair has
larger cohesion than the threshold.

The procedure of extraction of time-dependent associ-
ation rule is shown schematically in Figure 8, and is
described in the following:

step 1 The frequency of each event is deter-
mined (Fig. 8(1)).

step 2 A combinational set of event pairs are
determined as the candidates of rules,
assuming the neighborhood distance (Fig-
ure 8(2)).

step 3 Event pairs are sorted lexicographically
in regard to the �rst event (Fig. 8(3)).



step 4 Event pairs are sorted lexicographically
in regard to the following event (Fig.
8(4)).

step 5 The candidates' frequency of co-occurrence
and cohesion are calculated(Fig. 8(5)).

step 6 The event pairs that have larger cohe-
sions than the threshold are extracted.
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Figure 8: Procedure of a extraction of time-
dependent association rule, where e1 and e2 are
the �rst event and the following event, respec-
tively, f(e1) and f(e2) are the frequencies of e1
and e2, respectively, Ef is the frequency of co-
occurrence, and cohesion is the strength of co-
hesion between e1 and e2. The neighborhood
distance is taken to be 8 in this case.

Strongly correlated event pairs in neighbor have large
cohesion even if each event occurs less frequently. In-
versely, weakly correlated event pairs have small cohesion
even if each event occurs very frequently.

4.4 Result of experiments regarding time-
dependent association rules

We performed the experiment by applying the above-
described time-dependent association rule to the result
of the clustering described in 3.4. Here we take the
threshold of cohesion as 0.4, and neighbor ranging from
10 to 50. Since we sampled data every 8 hours, the
virtual length of neighbor is between 3.3 days and 16.7
days.

Table 3 shows the relationship between neighbor and
the number of extracted rules. Although the assessment
of the context of the extracted rules is ongoing, the re-
sult suggests the similar numbers of rules are extracted
from the di�erent year's data set, which indicates that
our present method is useful and robust.

Table 3: Relationship between neighbor and
number of rules.

neighbor 10 20 30 40 50
number of rules(1997) 17 63 116 165 207
number of rules(1998) 7 50 98 166 218

5. CONSTRUCTION OF WEATHER IM-
AGE DATABASE

We constructed a weather image database which re-
trieves the above-described characteristics of weather
images, visualizes time-dependent variation pattern, and
supports the analysis and scienti�c discovery by domain-
experts.

First we indexed the sequential time data by using events
and time-dependent association rules, and constructed
a weather satellite image database which contains index
information regarding patterns such as time variations
in weather.

5.1 Definition of attributes
We stored weather patterns extracted in the experi-
ments in the following three tables: "series", "date id",
and "e series" that represent contexts of time-dependent
rules, the relationship between the observation date and
image ID, and the contents of time-dependent rule can-
didates (those obtained in step 5 in 4.3), respectively.

Table 4: List of three table "series", "data id",
"e series"
(a) "series" that represents time-dependent rule in which
l term is the cluster number of left term, r term is
the right term, location is the reference to the R-tree
data(rectangular), and �rst and last are the image ID of the
l term starting point and r term ending point, respectively
.)

l term r term cohesion location �rst last
int int 
oat box int int

(b) "date id" that indicates the relationship between the ob-
servation date date and image ID id.

id date
int int

(c) "e series" that indicates the candidate of time-dependent
event rules, where term is the cluster number, first and last
are the image ID of the starting point and ending point of
term, respectively.

term �rst last
int int int

5.1.1 Indexing by using R-tree
We indexed the image IDs at the starting and ending
point of the obtained pattern using R-tree. As shown
in Figure 9, spring encloses March to May, and summer
encloses June to August. Taking note of this relation,



we index the enclosure relation between seasons and
months, and index the starting and the ending times
of variation patterns. This allows each variation pat-
tern to contain an index which includes the enclosure
relations by month or season as keys.

1 10 20 30 40
time

3 4 5 6 7 8

spring summer

s_cluster

month

season

Figure 9: Indexing by using R-tree, remarking
at the continuing sequence.

5.2 Query by SQL
Rule storage in the database enables the retrieval of
the various queries by using SQL statements. We show
examples of the queries and corresponding SQL state-
ment1 in the following:

"Search for typhoons that occurred within 20
days after July 16th, 1997."

select first, last, t1.date, t2.date

from series, date id t1, date id t2

where t1.date = 97071617 and t1.id = first

and t2.id = last and(r term = 0 or r term =

9 or r term = 12 or r term = 13) and location

@ '((570, 0),

(630,15))'::box

"Search for weather changes between one ty-
phoon and the another."

select first, last, t1.date, t2.date

from series, date id t1, date id t2

where(l term = 0 or l term = 9 or l term =

12 or l term = 13) and(r term = 0 or r term

= 9 or r term = 12 or r term = 13) and t1.id

= first and t2.id = last

or
select t1.first, t2.last, t1.date, t2.date

from e series t1, e series t2, date id t1,

date id t2

where(t1.term = 0 or t1.term = 9 or t1.term

= 12 or t1.term = 13) and(t2.term = 0 or t2.term

= 9 or t2.term = 12 or t2.term = 13) and t1.id

1Here cluster addressees are represented by numbers
ranging from 0 to 15 instead of characters A-P in Table
2.

= t1.first and t2.id = t2.last and t1.first

< t2.first order by t1.first

"Search for weather patterns in which typhoon
occurs within 10 days after the development
of front and typhoon during 5 days."

select t1.first, t2.last, t1.date, t2.date

from series t1, e series t2, date id t1,

date id t2

where (t1.l term = 0 or t1.l term = 5 or

t1.l term = 8 or t1.l term = 9 or t1.l term

= 14)

and (t1.r term = 1 or t1.r term = 2 or t1.r term

= 3

or t1.r term = 4 or t1.r term = 7 or t1.r term

= 8

or t1.r term = 12 or t1.r term = 13 or t1.r term

= 15)

and t1.first >=(t1.last - 15) and t1.id = first

and

t2.id = last and(t2.term = 0 or t2.term = 9

or

t2.term = 12 or t2.term = 13) and

t1.first >=(t2.last - 30) and t1.last <= t2.last

5.3 Result of implementation
Figure 10 shows the browse page2 of the system which
retrieves weather images using R-tree index. Enter-
ing the SQL in the upper frame performs retrievals.
This example shows the results of query: "Is there any
weather pattern in which a typhoon occurred in 10 days
after the development of front and typhoon during 5
days". Seven periods are retrieved and listed in the
lower left frame as the result, and the weather variation
in these periods is shown as an animation in the lower
right frame.

The problem of this method is that the accuracy of clus-
tering and the semantical description of clusters changes
the retrieval results signi�cantly. Interactive processing
interface, such as adjustment of the sample data or as-
sumed parameters with metrological experts who are
potential users, are required to solve this problem.

6. CONCLUSION
We applied clustering and time-dependent association
rules to a large-scale content-based image database of
weather satellite images. Each image is divided into
N �M blocks and automatically classi�ed by two-stage
SOM. We also extracted unknown rules from time- se-
quential data expressed by a sequence of cluster ad-
dresses by using time-dependent association rules. Fur-
thermore, we developed a knowledge discovery support
system for domain experts, which retrieves image se-
quences using extracted events and association rules.

2http://zeus.is.kochi-u.ac.jp/~takimoto/java/servlets/
index6e.
html



Figure 10: Example of the result of retrieval re-
sult from sequential image data.

From the perspective that high-level queries make the
analysis easier, we stored the extracted rules in the
database to admit sophisticated queries described by
SQL. The retrieval responses to various queries shows
the usefulness of this approach.

The framework presented in this study, clustering )
transformation into time-sequential data ) extraction
of time-dependent association rules, is considered to
be useful in managing enormous multimedia datasets
which include sequential patterns such as video infor-
mation and audio information.
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