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T Apriori algorithm | Apriori Algorithm contd.
y Let L, be the set of large k — itemsets * _
ghq‘set of candidate k-itemsets ‘ .
=0, -

%et of all 1-itemsets; %
While G.<> 0 do -Needs k passes to

craﬁe acounter foe each itemset jn C findﬁe?—itemset
forall' transactions in database do

Increment the counters of itemsets in C e Assumes closure
which occur in the transaction;
L,:= All candidates in C property
Result := Result U |;
Ci.1-= all k+1-itemsets which have all their
k-item subsets in L
ki=k + 1;

end Veena Sridhar
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w Notations
. Solidi.ob

» Solid Circle

» Dashed box

* Dashed circle
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‘. Mark empty set with a solid box. All the 1 — itemset are

2.

N

ked with dashed circles & others unmarked
Reaxﬂtﬁnsactions . For each transaction increment t
co*r rked with dashes .
IF'adashed circle count exceeds threshold , turn it into a
dashed square . If any of the superset has all its subsets
solid or dashed square add counter and make dashed c
to superset.

. If a dashed itemset has been counted thro’ all transactio

make it solid & stop counting.

. If end of file then rewind to beginning.

If any more dashed items then goto step 2
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DIC Algorithm
-

ABCD
‘ABC: ABD ACD “BCDU
ABAC!BCXAD{BD [CD!
1Al B CHoiDe

[0

Veena Sridhar

ABCD

ACD “BCD:

Veena Sridhar

i ontents
-
-
—
ﬁ Introduction
. The Apriori Algorithm

3. The DIC algorithm

5. Some New Concepts

6. Advantages of DIC

7. Some solutions to problems
8. Results & Interpretations

9. Conclusion

10. Discussion Topics

Veena Sridhar




. Add new ele ts
. Maintain @counter for every itemset
. Maintain itemset states & perform
transactions from dashed
to solid & from circle to square
4. To determine new itemsets to be added

HASH TRIE structure is used
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" o deBt of interest

mfidence = P(B,A)/P(A) for A => B
if Confidence = P(B) ???

. Int*s P(A,B)/P(A)P(B)

» Conviction = P(A) P(~B)/P(A,~B)

How is this useful ?

1. Helps determine independence of items
2. Reduces number of rules
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. Slac‘kin support threshold

«To get trﬁ)ptimum cost minimize the running
» Reporting correlation of data with its location cost of the Increment algorithm

* ltem Reordering
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EI'hW\ter Inerement algorithm
-

Iiﬁ rement(T,S) {
in.c'[ement this node counter*/

T.counter++

IS noet a leaf then for all i,<i<n

/Z1neréement branches as necessary*/ .

It T.branches[S][i]] exists: 3 Eg%tg\%g[s)ert
Then Increment(T.branches[S[i]],(S[i+1..n])

Return.}
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. es'peciélly when combined with randomization provided _
rformance than Apriori. Introduction

But reord did not work as well as it was expected to : Apriori Algorithm
Due to thﬁle le and dynamic nature , it can be adapted for : C algorithm

parallel mihing & incremental mining. 4. Data Structure used
Some Conviction values had no meaning. . Some New Concepts

. Implication rules are made based on both the precedent and { . Advantages of DIC
consequence. . Some solutions to problems

Results & Interpretations
Conclusion
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g ICs of discussion
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1. ﬁﬂo parallelize this algorithm ?

-
2. Similarity to pipelining?

3. Why is this concept not being used in many
applications?
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