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Abstract

Visual tracking is an important issue in both computer vision and robotics. Many existing trackers, e.g. Lucas-Kanade (KLT), Tracking-Learning-Detection (TLD), Kernelized Correlation Filter tracker (KCF), use regional information to estimate the trajectory and transformation of the to-be-tracked targets. To achieve robust and stable performance, relatively large area of image region with rich textures is required for object tracking. Region-based trackers have some limitations. First, these regions are usually represented by bounding boxes or quadrilaterals which are inaccurate for describing complex targets. Second, region information is not always available. For example, it is difficult to obtain enough region information from these objects: uneven surfaces, hollow objects, thin targets and tiny structures, such as cup rims, cables, rings and so on. Being able to track these objects are essential in applications such as robot manipulation and grasping. Additionally, many targets in our daily life are non-lambertian so that their regional appearance changes drastically with even slight motion or transformation.

Motivated by the above limitations of region-based trackers, the proposed research targets at employing edge and boundary information to facilitate tracking of targets in unstructured environment. First, an effective and efficient edge-based representation method will be proposed to acquire accurate and detailed descriptions of the to-be-tracked targets. Second, a novel tracking framework which utilizes edge and boundary information will be developed. In addition, to evaluate and validate the newly proposed method, a well-annotated tracking dataset which contains video sequences and pixel-accurate ground truth will be created. The success of the proposed work will be beneficial to both computer vision and robotics communities.
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<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Comparison of region-based tracking [31] and edge-based tracking [42]. The first row shows the region-based homography tracking. Image pixels inside the quadrilaterals are used to support the tracking process. The second row shows the edge-based tracking. Only edge pixels on bowl rims can be taken as tracking cues because their presences are relatively stable with the changing of view angles.</td>
</tr>
<tr>
<td>2</td>
<td>Edge-based frame alignment for visual odometry [30]. Given the reference frame (a) and the current frame (e), direct edge alignment method extracts edges from both frames. It then generate distance map from the reference edge map, as the gray background terrain shown in (f)-(h). The current edge map, green pixels in (f)-(h), is then aligned with the reference distance map iteratively.</td>
</tr>
<tr>
<td>3</td>
<td>A example of level set segmentation [26]. Left figure visualizes the terrain of a level set function $\phi(x, y)$ and its zero level set, which is represented by a red closed curve. Right figure shows the corresponding segmentation boundary $C$ of the zero level set in 2D space.</td>
</tr>
<tr>
<td>4</td>
<td>General process of perceptual grouping [43]. Given the detected edge fragments of an image, the gaps among those detected edge fragments are firstly filled (c) by endpoints (b) connecting. A graph structure (d) and a grouping cost are then built and defined based on these connections. Finally, the optimal closed boundary is extracted from this graph by graph-based optimization.</td>
</tr>
</tbody>
</table>
1 Introduction

An image gives a static view of the environment while a video sequence describes the dynamic changes. Visual object tracking is the process of estimating the trajectory and transformation of a moving target (or multiple targets) over time from the given video sequences [61]. As a key technology in computer vision, visual object tracking has a variety of applications, e.g., augmented reality [28], visual servoing [17], etc.

Although visual tracking achieves significant improvements of robustness with the development of deep learning, learning based trackers [11], [22], [59] are usually low DOF (Degree Of Freedom) and less accurate. Most of them can only estimate image coordinates of object centroid or bounding box, sometimes augmented with scale and rotation. In contrast, high DOF trackers [3], [51], [32] can provide more accurate transformations, e.g., homography, affine of planar targets. However, they are less robust in real-world scenario [41]. In addition, most of existing trackers focus on tracking image patches defined by bounding boxes [59], quadrilaterals [51] or polygons. In real-world robot applications, the tracking targets are often specific parts or structures of objects, which can not be described by those simple shapes. For example, given a mug, its handle or contour has to be tracked in a grasping task, while its rim should be tracked in a pouring task. Tracking of these irregular and complex structures without using fiducial markers is challenging for existing trackers [51], [59] due to harsh conditions including the presence of texture-less target regions, occlusions, non-rigid deformations, non-Lambertian surfaces, changing lighting conditions, cluttered background and drastic contents changing of supportive regions. As we can see in Fig. 1, the texture information inside the red quadrilaterals of the first row is relatively stable and rich while that inside the red contour of the second row changes drastically because of viewpoint changes. It is hard to get enough information from the surrounding areas of the bowl rim to support the rim tracking. Hence, there is a need for an effective and robust real-time approach that can describe and track these kinds of targets accurately.
Figure 1. Comparison of region-based tracking [31] and edge-based tracking [42]. The first row shows the region-based homography tracking. Image pixels inside the quadrilaterals are used to support the tracking process. The second row shows the edge-based tracking. Only edge pixels on bowl rims can be taken as tracking cues because their presences are relatively stable with the changing of view angles.
Compared with bounding boxes and quadrilaterals, edges and boundaries are more flexible and accurate in describing those irregular and complex structures. They are also more stable than image regions under various illumination changes. Currently, edges are frequently used in 3D pose estimation of low textured targets [9], [13]. These edge templates are obtained from pre-built three-dimensional (3D) models, which are rarely available in unstructured, natural environments [42]. Compared with 3D wireframe models, two-dimensional (2D) edge templates are more accessible. Registration-based methods [23], [25] are usually utilized to track these kind of targets by estimating their affine or homography transformations between consecutive frames. These registration-based template tracking methods are fast. However, they are not able to handle non-rigid transformations and are sensitive to outlier edge pixels. Variational methods, such as level sets [62], [4], [53] and active contour [46], have already been used to track the contours of those non-rigid targets. To use variational methods, there has to be high contrast between the target and the background. Saliency-based methods [50] can also be used to track non-rigid objects. However, these methods are more likely to trap in local minima in cluttered environments [41] and are sensitive to occlusions. Additionally, most of them require that the to-be-tracked targets have to be represented by closed boundaries.

Due to its advantages in flexibility and accuracy, edge-based object tracking is complementary to region-based tracking. However, it has not been fully studied as described above and there is much interest in using it for different applications. For example, it can provide accurate object silhouette for 3D reconstruction by shape from silhouette and for robot hand grasping in visual servoing.

Motivated by the limitations of the existing methods and the demand for real-world applications, I propose to develop new edge-based approaches for target-oriented tracking. Particularly, the following problems will be considered: (1) how to define and initialize the to-be-tracked targets accurately and efficiently? (2) how to track edge-based targets with arbitrary shapes and transformations while overcoming the
impacts caused by low textures, local minima, occlusions and aperture problems? (3) how to create relationships and constraints among multiple targets to achieve more robust and accurate tracking performance? (4) how to design and create a new dataset for edge-based targets evaluation and validation? The success of the proposed research will benefit both academia and industrial communities.

2 Background and Related Work

Edge-based object tracking methods can be categorized into three main classes:

(1) registration-based edge template tracking, which estimates the geometric transformations, such as affine and homography, of planar rigid templates from one frame to the next one [23], [58], [25], [34],

(2) segmentation-based methods for contour tracking, which determines boundaries on each frame by segmenting images into foreground and background using techniques like graph-cuts [20], level sets [62], [46], [4], [53],

(3) grouping-based closed boundary tracking, which searches for a special cycle of low level primitives (e.g. edge fragments, line segments) forming the closed boundaries [50], [42], [43].

2.1 Registration-based Edge Template Tracking

Registration-based trackers can estimate both low and high degree-of-freedom (DOF) transformations like affine and homography $H$ (or $W(x; p)$) of planar rigid targets by minimizing the alignment errors between the templates $T(x)$ and the incoming frames $I(x)$. This kind of methods have been widely used in image alignment and tracking. They can be divided into two categories: feature-based methods and direct methods. Given an image template $T(x)$ and a target frame $I(x)$,
feature-based methods estimate their geometric transformation $\mathbf{H}$ by minimizing the geometric distances of their detected and matched feature points $\{x_{\text{imp}}^c, x_{\text{trg}}^c\}$. Many keypoints (corners or blobs) detectors and descriptors [19] can be utilized here. Direct methods operate on pixel-level intensities directly. They estimate the transformation $\mathbf{H}$ by minimizing the pixels’ appearance differences $C(f(T(W(x; p)))), f(I))$ including sum of square difference (SSD) [21], normalized cross correlation (NCC) [49] and mutual information (MI) [10].

In edge-based object tracking, the templates are binary edge maps representing sets of edge pixels, which are designed beforehand (CAD models) or initialized in the first frame, instead of gray scale image pixels. Similar to intensity-based image registration [19], [51], there are also two categories of methods for edge template tracking: feature-based methods and direct methods.

2.1.1 Feature-based methods

Given two detected edge maps from the reference and current frame, it is hard to extract traditional key points by general feature detectors [19]. Hence, in edge template tracking, ”keypoint” usually indicates the local feature pattern, which is a set of closely located edge pixels in local region other than detected corner or blob defined in intensity space.

Zhu et al. [63] developed an edge-based method for human face tracking. They first manually selected local regions including left eye region, right eye region, nose region and mouth region as local feature points. The edge template was then tracked by estimating its quadratic transformations with respect to each incoming frame based on these feature points and their correspondences in the current frame. Hofhauser et al. [23] proposed to model a given edge template by multiple local features and estimate its perspective transformation with respect to the incoming frame by solving a Direct Linear Transformation (DLT) [2] problem between those features and their correspondences. Instead of manual selection [63], these features were extracted by edge pixels.
clustering via k-means [35]. Only features with large gradient magnitude in multiple directions (more than one), which means they are able to handle the aperture problem, were retained. The DLT equation was then formulated using the displacements of those features. The displacement of each feature was obtained by estimating its local transformation with respect to the target frame based on the gradient direction field. Hofhauser et al. [24] further extended this feature-based method for non-rigid object tracking by adding constraints on displacements estimation of neighboring local feature points. Besides, Liu et al. [34] introduced shape context matching of edge pixels to estimate the translation, rotation and scale change of extracted object contour. Although their method operates on edge pixels without explicit feature points extraction, it actually takes all the filtered edge pixels as feature points and computes the transformations based on the edge pixels’ correspondences.

Note that this kind of methods require relatively rich edge or texture information to extraction enough feature points for transformation estimation. In many cases, this requirement is not satisfied.

2.1.2 Direct methods

In contrast to feature-based methods, direct methods try to estimate motions and transformations of given templates by iteratively aligning them with the current frame based on information of all pixels other than that of extracted feature points [18]. In intensity-based high DOF tracking, the direct methods mainly refer to the Lucas-Kanade method [3] and its variants. The Lucas-Kanade method aligns a template image \( T(\mathbf{x}) \), where \( \mathbf{x} = (x, y)^T \) denotes the column vector containing the pixel coordinates, to an incoming frame \( I(\mathbf{x}) \) by minimizing the sum of square intensity differences \( C \), Equ. (2), with respect to the parameters \( \Delta \mathbf{p} \) of the warp function \( W(\mathbf{x}; \mathbf{p}) \), which is usually a homography:

\[
W(\mathbf{x}; \mathbf{p}) = \frac{1}{1 + p_7x + p_8y} \left( \begin{array}{c} (1 + p_1x) + p_3y + p_5 \\ p_2x + (1 + p_4)y + p_6 \end{array} \right).
\]
The cost $C$, Equ. (2), is linearized by the first order Taylor expansion, Equ. (3), where $\nabla I$ indicates the gradient of image $I(W(x; p))$. The Lucas-Kanade algorithm iteratively solves for increments to the parameters $\Delta p$ by optimizing $\arg \min_{\Delta p} C_{te}$ and updating $p$ with $p \leftarrow p + \Delta p$.

One adaption of the intensity-based Lucas-Kanade method [3] for edge template tracking is replacing the differences of intensities in Equ. (2) with that of the distance transform maps as:

$$C_{et} = \sum_x ||D_I(W(x; p)) - D_T(x)||_n$$  \hspace{1cm} (4)

where $D_I$ and $D_T$ are the distance transform maps [5], in which the values of the edge pixels and the non-edge pixels are set to zeros and the distances to their nearest edge pixels respectively, generated from the edge map of the incoming frame. $x$ represents the coordinates of the template pixels. $|| \cdot ||_n$ denotes the $n$-th norm. Holzer et al. [25] proposed a new method for 3D pose estimation of low textured planar objects based on contour registration. Given a low textured planar template and an input image, this method extracted multiple closed contours from both the template and the input image. The correspondences between the contours extracted from the template and the input image were then created by a trained classifier. To refine the pose estimation, every pair of corresponding contours was registered based on the differences of their distance transform maps as defined in Equ. (4). This method is sensitive to both false positive and false negative edge pixels. Because the distance maps are generated based on the detected closed contours, which is not always guaranteed to be correct in many scenarios.

Another adaption is combining the Lucas-Kanade method [3] with
Figure 2. Edge-based frame alignment for visual odometry [30]. Given the reference frame (a) and the current frame (e), direct edge alignment method extracts edges from both frames. It then generate distance map from the reference edge map, as the gray background terrain shown in (f)-(h). The current edge map, green pixels in (f)-(h), is then aligned with the reference distance map iteratively.

the Chamfer Matching (CM) method [6] as:

$$C_{et} = \sum_{x} ||D_T(W((x; p))))||_n$$

(5)

where $D_T$ is the distance map of the edge template and $x$ indicates the edge pixels extracted from the current frame. It tries to minimize the alignment error between the distance map of the template and the edge pixels of the current frame.

Wu et al. [58] employed the combination of a condensation particle filter and an improved chamfer matching for edge-based two DOF object tracking. This method reduced the tracking problem into searching for the 2D locations with minimal alignment cost, which is similar to Equ. (5). Note that this method is still low DoF tracking. The
idea of edge alignment for tracking has also been introduced to visual odometry. Kuse and Shen [30] developed a 6-DOF camera motion estimation method based a direct edge alignment approach, as shown in Fig. 2. They used the Distance Transform in their energy formulation and obtained robust performance against the harsh conditions, such as small convergence basin, noise, changing illumination and fast motion. Wang et al. [56] proposed an RGB-D visual odometry method that minimizes both the photometric error and edge alignment error. The combination of these two errors leads to high tracking accuracy and more robust performance on texture-less scenes. In visual odometry methods, the whole frame is utilized to estimate the camera pose. The ratio of misclassified edge pixels is usually small so that their impacts on camera pose estimation are very limited. However, only part of the frame information (regions around the to-be-tracked target) is used in object tracking and the false positive ratio and false negative ratio of the edge pixels classification are usually large. Hence, more techniques for reducing the impacts caused by the misclassified edge pixels are needed.

Based on this edge alignment pipeline, I proposed a novel real-time method for tracking planar edge template [45]. This method estimates the homography of a given edge template by minimizing the alignment error: \( C_{et} = \sum_{x} ||F_T(W((x; p))))|| \), where \( F_T = \sqrt{D_T} \) and \( D_T \) is the distance transform map of the edge template, \( x \) represents the coordinates of the detected edge pixels on the current frame, \( p \) denotes the homography parameters. Combined with well designed workflow and edge pixels filtering techniques, this tracker achieves competitive performance in terms of robustness, accuracy and time complexity.

2.2 Segmentation-based Methods for Contour Tracking

In contrast to most existing trackers that use bounding boxes or quadrilaterals to specify the to-be-tracked targets, segmentation-based track-
Many object contour tracking methods adapted level-set method \cite{40} as their segmentation baseline. In image segmentation \cite{8} and object tracking \cite{37}, the level-set method represents a closed 2D curve $\Gamma$ by the intersection of a higher dimensional auxiliary function $\phi$ and a plane, as shown in Fig. 3. The curve $\Gamma$ is usually described by the zero-level set of $\phi$ as: $\Gamma = \{(x, y) | \phi(x, y) = 0\}$. Mansouri \cite{37} started using level-set method for region tracking which requires no explicit estimations of motion fields or parameters. Yilmaz \textit{et al.} \cite{62} proposed to track the complete object region by evolving its contour from frame to frame. To reduce the segmentation time and avoid local minima, the energy function of the contour evolving was evaluated in the contour vicinity defined by a band. To track deformable objects with large motions, Rathi \textit{et al.} \cite{46} formulated the particle filter algorithm in the level set framework. The particle filter was used to produce the global and coarse motion of the to-be-tracked contour by estimating a rigid transformation (Affine). The local and fine motion of the target contour was obtained by the level set method. Sun \textit{et al.} \cite{53} proposed a novel supervised level set model for non-rigid object tracking. Instead of using a static or generative model to describe the target, they constructed a discriminative model to differentiate the foreground and background pixels.

Besides, Geodec \textit{et al.} \cite{20} developed a non-rigid object tracking method, HoughTrack, based on generalized Hough-transform. This method couples the voting based detection and back-projection with a rough segmentation obtained by GrabCut \cite{48}. Stefan and Christophe \cite{14} proposed a faster version of HoughTrack, PixelTrack, by using pixel-based descriptors. However, PixelTrack only produces bounding boxes other than contours of targets.

Although these segmentation methods can be used for contour tracking, their prerequisite is the relatively stable regional information enclosed by the target contour, which is not available in many scenarios.
2.3 Grouping-based Closed Boundary Tracking

Perceptual grouping algorithms aim at recognizing and organizing subsets of detected independent small geometric primitives, e.g. points, edge fragments and line segments, into meaningful intact entities, as shown in Fig. 4. They have been widely used in contours completion [27, 38, 47] and salient closed boundaries extraction [16, 11, 36, 55, 52, 39]. The closure, proximity and good continuation are their most frequently used basic principles draw from Gestalt laws [57]. The closure refers to the tendency of humans’ perception to see complete figures or forms even if a picture is incomplete. The proximity indicates the relative Euclidean distances among the detected geometric primitives, which means closer primitives are more likely to be grouped together. The good continuation refers to that humans tend to perceive multiple parts of an interrupted object as an intact entity based on the gradient magnitude and direction information.

Grouping methods have been proposed for salient closed boundary extraction. Wang et al. [55] developed a contour grouping method (Ratio Contour, RC) by encoding the proximity as the ratio of the total gap length among the extracted line segments and the perimeter of the target closed boundary \( \Gamma = \frac{|B_g|}{\int_B ds} \), where \(|B_g|\) denotes the summation of
the gap filling segments (green dash segments in Fig.4d) length along the closed boundary $B$, $\oint_B ds$ is the perimeter of boundary $B$. Stahl and Wang [52] proposed to replace the denominator of the ratio in RC with the area of the region enclosed by the closed boundary of the target $\Gamma = \frac{|B_g|}{\iint_{R(B)} dx \, dy}$, where the denominator $\iint_{R(B)} dx \, dy$ is the area of region $R(B)$ which is enclosed by the boundary $B$. Salient closed boundary tracking actually can be formulated as a prior shape constrained perceptual grouping problem. Elder et al. [15] combined the prior probabilistic knowledge of the target appearance with probabilistic models to improve contour grouping. Schoenemann and Cremers [50] first defined the prior shape constraint using terms, such as penalties for shape stretching and shrinking, the tangent angles and the pixel gradients of curves. They then formulated a pixel-wise elastic shape matching and grouping model based on the defined prior shape constraints to track the target boundary.

In my previous works, I adapted the grouping techniques [52] to track a salient closed boundary $B$ using both detected line segments [42] and edge fragments [43]. Particularly, I utilized the similar grouping
cost as $\Gamma = \frac{|B_g|}{\int_{R(B)} dx dy}$ in [52] and added area and perimeter variation constraints to the grouping process. Besides, I developed a novel graph based search method ”Bi-Directional Shortest Path (BDSP)” based on Dijkstra [12] to find the optimal closed boundary. This method achieved real-time speed and state-of-the-art performance in terms of accuracy and robustness on our newly created dataset. Currently, few tracking works are grouping-based. However, this is a promising solution for tracking targets with low textures.

3 Proposed Work

In this section, the objectives of the proposed research are first illustrated. Then, the methodologies, challenges and possible solutions are introduced. Finally, the evaluation methods and milestones are discussed, followed by the expected contributions.

3.1 Objectives

The purpose of the proposed research is to develop an edge-based object tracking framework. The research mainly contains the following two parts:

- target description and benchmark: As mentioned in section 2, most existing trackers describe targets as square bounding boxes or contour with single closed boundary. Hence, in this research my first goal is to propose a new edge-based representation for accurately describing targets with arbitrary shapes and structures. Then, a standard dataset with manually labeled ground truth will be created to serve as a benchmark for my proposed method and related studies. Additionally, to reduce human workload in image and video labeling, a novel tool for interactive object annotation will be developed.
• A novel edge-based framework will be developed to track rigid and non-rigid targets with arbitrary shapes and transformations. In particular, this tracking framework is expected to achieve high accuracy and robustness, even for extreme cases such as low textures, cluttered backgrounds, illumination changes, occlusions and non-lambertian.

3.2 Challenges and Possible Solutions

I almost finished the main work of the first part\[^1\] \[^44\]. Currently, I am working on the second part, developing a general framework for edge-based object tracking.

I outline some of the challenges as follows: (1) **How to track with limited image information?** For many low textured targets such as cup rim and cables, it is hard to find stable regional texture that many tracking algorithms require. To achieve robust tracking performance and avoid aperture problems, taking full advantage of these edge information is necessary. (2) **How to define the target motion model?** The proposed tracking framework has to handle both planar and non-planar, rigid and non-rigid targets. Planar and linear transformations such as Affine, Homography, is limited in this framework. (3) **How to handle outlier introduced by cluttered backgrounds?** Compared with tracking using region-based representation, edge-based target tracking are even more likely to be influenced by cluttered backgrounds. Because both inside and outside of the target region may have numbers of outlier edge pixels. (4) **How to handle partial occlusions and recover from complete occlusions?** Partial and complete occlusions are common yet challenge problems in tracking. Novel mechanism in handling partial and complete occlusions plays an important role in improving the robustness of the tracking framework. (5) **How to achieve real-time performance?** Real-world applications often require real-time performance. The tracking speed relies on

\[^1\]https://webdocs.cs.ualberta.ca/~xuebin/
multiple factors including the frame size, the number of edge pixels, the algorithm’s time complexity, hardware and etc.

As mentioned in section 2.1.2 and section 2.3, I have already developed two kinds of edge-based trackers based on registration [45] and grouping [42] [43]. However, they are limited to certain scenarios and not able to overcome all the challenges above. For example, grouping-based trackers [42] [43] work well with low textured targets and non-rigid transformations. But it is easy to fail because of partial occlusions and cluttered backgrounds. Registration-based edge tracker 2.1.2 performances better than grouping-based trackers in handling partial occlusions. However, it is not able to track non-planar targets and non-rigid transformations.

To overcome these challenges, the to-be-developed tracking framework will take following possible solutions into consideration. (1) Given an edge template and a new frame, a more robust edge detection method will be developed to extract more robust and holistic edge information from the current frame. Particularly, I will try to combine the conventional local edge detection [7] [54] and learning-based global boundary detection [60] [33] together. Besides, I plan to use direct method other than feature-based method for the tracking, which means every edge pixel of the edge template will be aligned to their corresponding ones on the current frame. These two techniques will guarantee the stable and rich information for tracking. (2) Any complicated motions of a target can be approximated by two DOF translations of the target’s sub-parts (edge pixels in my research). However, it is difficult to have stable estimations based on too many independent two DOF translations. Therefore, to provide a universal motion model to the planar and non-planar targets, rigid and non-rigid targets, I will define the two DOF motion model (translation) on each edge pixel and impose geometry, topology and graph constraints on their relative motions to estimate the complicated motions. (3) To reduce the impacts of outlier edge pixels, I plan to build a shape constrained generative or discriminative model to filter most of those noisy edge pixels. Meanwhile, a new cost function for non-linear registration will be proposed.
to overcome small ratio of noisy edge pixels. Specifically, there are mainly two possibilities: (a) design a classifier (could be a neural network [29] or other classifiers) to filter outlier pixels, and then develop another constrained non-linear registration method for tracking, (b) integrate the outlier removal and the non-linear registration into one optimization process. (4) To handle occlusions and tracking failure, a new procedure will be developed to recover tracker from tracking failures. First, a criterion for judging the tracking failure will be proposed. Second, a novel detection method will be designed to detect unsuccessfully tracked target from the whole frame. (5) To achieve real-time performance, methods of edge pixels sampling will be studied to reduce the computation time while maintaining the tracking robustness and accuracy. Additionally, both CPU-based and GPU-based implementations will be tested. Different implementations will be used in the corresponding scenarios.

3.3 Evaluations and Milestones

To evaluate the performance of my proposed tracking method qualitatively and quantitatively, I plan to conduct experiments on both synthetic datasets and real datasets.

The synthetic datasets will be used to quickly validate my proposed method by simulating the following tracking conditions: targets with different shapes, rigid or no-rigid deformations, cluttered backgrounds, occlusions and etc. In particular, given a synthetic target template and the frame size, I plan to generate the video frames by assigning zero (non-edge pixel) or one (edge pixel) to the pixels on the synthetic frames. To evaluate the performance of my proposed method in real-world, real-life video sequences are essential. I plan to extend our previous collected and annotated real-life datasets [3, 4] to have more comprehensive evaluations. Currently, these two datasets only have
single target tracking sequences. Video sequences for multiple targets tracking will also be collected and annotated for the evaluations.

To quantitatively evaluate the accuracy and robustness of my proposed tracking method, I plan to use two commonly used error metrics: alignment error \cite{43} and success rate \cite{51}. The success rate on a sequence is defined as the ratio of the number of frames where the tracking alignment error is less than a threshold of pixels and the total number of frames. Additionally, the speed of our tracking method will be studied with both CPU and GPU implementations. First, the time complexity will be analyzed theoretically. Then, the relationship between the time cost and the number of sampled edge pixels will be studied based on real-world experiments.

The tentative schedule is given as follows:

1. (2018.09 - 2018.10) Design and build the tracking framework and interfaces. The dataset collection will be conducted at the same time.

2. (2018.11 - 2018.12) Develop an edge-based generative or discriminative classifier to recognize foreground and background edge pixels.


4. (2019.05 - 2019.06) Develop the mechanism for tracking failure recovering, which will be mainly based on novel detection methods.

5. (2019.07 - 2019.08) Conduct the experiments and analyze the results on robustness, accuracy and time complexity.

3.4 Expected Contributions

The contributions of our proposed research are threefold.

1. In the computer vision community, the proposed project will be complementary to the region-based tracking methods. It can be used to improve the capability of region-based tracking with support to complex yet commonly used objects so that it will further extend the possible applications of visual tracking. It is also possible to be used in semantic segmentation, registration and other related computer vision studies.

2. In the robotics field, the proposed project will improve the capability of vision guided robot arm and hand manipulation in wider areas and applications by providing highly accurate and robust tracking results. For example, it can be used to help a robot arm to carry out some complicated tasks like rescue or maintenance in post-disaster buildings or constructions where people can not enter. In some assembly lines, the tracker can help improve the efficiency of the robot operating on moving components.

3. It will also benefit other researches and applications in computer vision and graphics. For example, the detected and tracked accurate geometric primitives can be used in structure from motion or shape from silhouette for improving the accuracy and details of 3D reconstructions. In augmented reality, the robust and accurate tracking results will help to improve the performance of visual odometry. The newly built dataset will enable validation of other tracking methods.
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