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Abstract

We consider the problems of sequential prediction and
change detection that arise often in interactive applications: A
semi-automatic predictor is applied to a time-series and is ex-
pected to make proper predictions and request new human in-
put when change points are detected. Motivated by the Trans-
ductive Support Vector Machines (Vapnik 1998), we propose
an online framework that naturally addresses these problems
in a unified manner. Our empirical study with a synthetic
dataset and a road tracking dataset demonstrates the efficacy
of the proposed approach.

Introduction
Consider the following scenario: You are working with a
semi-automatic system, in a sequential manner, on a time-
series (on tasks such as classification, regression, etc.) Once
in a while during the process, the system may decide that
it does not work properly – eg. it detects abrupt changes in
the time-series – and it requests your input. The predictor
then re-adapts itself, and the processing continues. This sce-
nario characterizes a range of interactive applications, from
interactive road tracking (e.g. Rochery, Jermyn, & Zeru-
bia; Hu et al.; Zhou, Cheng, & Bischof), interactive video
segmentation (e.g. Wang et al.) to web-based recommenda-
tion systems (e.g. Resnick & Varian). On the one hand, it is
important to retain the “human-in-the-loop” in the sense that
the predictor is able to request necessary guidance at change
points. On the other hand, it is desirable to have as few such
interventions as possible, as it is costly to ask the oracle.

There have been many studies on related tasks includ-
ing designing and analyzing sequential prediction (Little-
stone & Warmuth; Littlestone; Vovk; Kivinen, Smola, &
Williamson) and change point detection ( Basseville & Niki-
forov; Kifer, Ben-David, & Gehrke; Ho). Despite the series
of practical applications, work on this problem has been very
limited.

In this paper, we propose a novel approach to address
this problem from an online learning perspective. The ap-
proach is intuitive and flexible, and the learning rate (i.e.,
step size) of the proposed online learning algorithm is self-
adaptive. We also discuss related issues, such as dealing
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with non-stationary distributions, the issue of unbalanced
data, and working with an ensemble of models. Our pro-
posed work is motivated by transductive support vector ma-
chines (TSVM Vapnik) for semi-supervised learning, and it
is also closely related to work on online learning (Littlestone
& Warmuth; Kivinen, Smola, & Williamson) and on the de-
tection of abrupt changes in time-series (Basseville & Niki-
forov).

The paper is organized as follows: We start with the prob-
lem formulation, which leads to the proposed approach. A
number of related issues are discussed, and by addressing
them, we explain the details of the proposed algorithm. The
applicability of the proposed approach is demonstrated with
experiments on a synthetic simulation (interactive classifica-
tion) and on a real-world problem (interactive road tracking).

The Approach
Problem Formulation
Let x denote an instance and let y be a label. An example
contains either a pair (x, y) or only an instance x. An
interactive application takes a time-series T as input and
operates in sessions, T = (· · · , Si, · · · ). Each session S =(
(xj+1, yj+1), · · · , (xj+m, yj+m), xj+m+1, · · · , xj+n

)
,

corresponds to one disjoint segment of the time-series,
which starts with a few examples with corresponding
human inputs, then delivers predictions through a sequence
of unlabeled examples, and ends with an abrupt change.
This change, which is detected by the session predictor
h, triggers a request for new human input for the next
few examples, leading to a new session. An example
of performing interactive classification on an synthetic
time-series is illustrated in Figure 2 top. The prediction
problem could be one of classification, regression, ranking,
or others, depending entirely on the interactive application
at hand.

To begin with, let us consider a special case where
the time-series contains exactly one session, i.e. T =(
(x1, y1), · · · , (xm, ym), xm+1, · · · , xn

)
. This is closely

related to the typical setting of semi-supervised learning1,

1In case of classification (or regression), it is exactly a semi-
supervised classification (or regression) problem.
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where a large number of unlabeled examples is expected to
help elucidate prediction, together with a few labeled exam-
ples. As advocated by (Vapnik 1998) in the TSVM, this can
be achieved by exploiting the so-called cluster assumption:
the prediction hyperplane should maintain a large margin
over the dataset including both the labeled and unlabeled
examples, and minimize a regularized risk function on the
entire set of examples

min
f

1
2
‖f‖2 + λl

m∑
i=1

Ll(xi, yi, f) + λu

n∑
j=m+1

Lu(xj , f)

(1)
where λl, λu > 0 and f is a parameter vector to predict a
label. In the case of binary classification, h(x, f) = +1
if f(x) > 0 and h(x, f) = −1 otherwise. We obtain
a TSVM by letting Ll(xi, yi, f) = (ρl − yif(xi))+ and
Lu(xj , f) = (ρu−|f(xj)|)+, where the margins ρl, ρu > 0
and (·)+ = max{0, ·}. In the following, we assume ρ ,
ρl = ρu. The induced optimization problem cannot be
solved easily because the second loss term (ρ−|f(xj)|)+ is
a non-convex function. A lot of effort has been devoted to
minimizing non-convex objective functions (using, e.g. de-
terministic annealing or CCCP). Returning to our situation,
things are even worse because there are multiple sessions,
and, in addition to making predictions, abrupt changes have
to be detected since we do not know a priori when a session
should end.

In this paper, we consider an online learning framework,
where, at time t, given the current parameter ft and an ex-
ample (xt, yt) (or xt), we update the parameter ft+1 by min-
imizing a regularized risk function on the current example

ft+1 = argmin
f

1
2
‖f − ft‖2 + ηtLl(xt, yt, f), (2)

when (xt, yt) is presented. When only xt is presented, this
becomes

ft+1 = argmin
f

1
2
‖f − ft‖2 + ηtLu(xt, f). (3)

In both cases, the new parameter ft+1 is expected to be rea-
sonably close to the previous ft (the first term), while incur-
ring a small loss on the current example (the second term).
ηt is a trade-off parameter that balances between the two ob-
jectives and is usually fixed a priori, i.e. η = ηt, ∀t.

There are distinct advantages to choose this online learn-
ing framework: First, it is computationally more efficient,
and second, an online algorithm can be elegantly extended
to track a slowly drifting target over time in one segment, as
will be shown later. Moreover, as shown next, by incorpo-
rating the change detection component, we end up working
with a convex objective function.

This framework is very flexible in the sense that various
loss functions can be deployed for different applications. To
illustrate this point, we present three types of loss functions:
Binary classification loss: We use binary hinge loss

(Schölkopf & Smola 2002), which gives Ll(xt, yt, f) =
(ρ − ytf(xt))+ and Lu(xt, f) = (ρ − |f(xt)|)+. This
loss is used in applications such as interactive road
tracking and video segmentation.

ε

)( txf

( )
+

− )( txfρ

0

Figure 1: The figure illustrates the effect of considering change
detection and classification problems together. For a given xt, the
horizontal axis denotes f(xt) and the vertical axis is the instan-
taneous loss. In classification, the loss function contains both the
solid and the dashed lines, leading to a non-convex problem. When
dealing with both change detection and classification, only the solid
lines outside the ε-ball are left, which gives a convex problem.

Regression loss: Using insensitive loss (Schölkopf &
Smola 2002), we have Ll(xt, yt, f) = (|f(xt)−yt|−ρ)+
and Lu(xt, f) = (|f(xt)− xt| − ρ)+.

Ranking loss: We use ordinal regression hinge loss (Chu &
Keerthi 2005) for ranking problems. Each instance xt is
associated with a vector y ∈ {−1,+1}r as follows: If
the rank of an instance is k, we set the first k components
of y to +1 and the rest of the components to −1. Now
f(xt) is r-dimensional with the k-th component being
f(xt, k). Then Ll(xt, yt, f) =

∑r
k=1(ρ− yt,kf(xt, k))+

and Lu(xt, f) =
∑r

k=1(ρ − |f(xt, k)|)+. This loss can
be used in weblog-based recommendation systems.

Change Detection
We use a moving-average method, as described in (Bas-
seville & Nikiforov 1993), to detect the change points in a
classification problem. This is executed by maintaining the
recent values of {xa : a ∈ Ac} in a FIFO queue of fixed size
| A | for class c. A change is detected if the distance between∑

a xa/| A | and xt exceeds a threshold δ > 0, when xt is
predicted as belonging to class c. This method can be easily
extended to regression and ranking problems.

In addition, the cluster assumption also suggests that en-
countering a severely in-separable example (i.e., it is too
close to the prediction hyperplane in the case of classifi-
cation and ranking) indicates the beginning of a new ses-
sion. For a real ε > 0, the predictor decides whether to
request human input as follows: For classification and rank-
ing problems, a change point is detected if |f(xt)| ≤ ε
with 0 < ε < ρ, while, for regression, the rule becomes
|f(xt)− xt| ≥ ε where 0 < ρ < ε.

Having incorporated change detection in this manner, we
now deal with a convex minimization problem. The reason
is illustrated in Figure 1 on a classification problem, which
was originally a non-convex problem due to the term |f(x)|,
which peaks at zero. We use an ε-ball centered around the
peak point, and the predictor stops asking for labels, when-
ever the value of f(x) falls into the ε-ball, turning (3) into a
convex minimization problem with the feasible regions be-
ing entirely outside the ε-ball. This holds similarly for re-
gression and ranking problems. In addition, the following
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lemma ensures that it is safe to proceed by just considering
whether ft(xt) is outside the ε-ball, which is much easier
than to compute f(xt).
Lemma 1 (ε-ball). Let us assume τ = 0 and consider the
binary classification problem. If ft(xt) is outside the ε-ball
(i.e., either ft(xt) < −ε or ft(xt) > ε), it is sufficient to
guarantee that ft+1(xt) is also outside the ε-ball.

Proof. When τ = 0, we know ft+1(xt) can be represented
as ft(xt) + αtxt. ε < ft+1(xt) < ε gives −ε−ft(xt)

〈xt,xt〉 <

αt < ε−ft(xt)
〈xt,xt〉 . Now if we know that ft(xt) > ε, then it

gives αt < 0 as ε−ft(xt)
〈xt,xt〉 < 0, which is clearly impossible,

since αt = α+
t ≥ 0 as in (9). Similarly, if ft(xt) < −ε, then

it gives αt > 0 as −ε−ft(xt)
〈xt,xt〉 > 0, which is also impossible,

since αt = α−t ≤ 0 as in (10).

Dealing with Non-stationary Distributions
So far we have considered the stationary scenario where, in
each session of the time-series, the examples are drawn in
hindsight from the same distribution. In practice, however,
the examples in each session might drift slowly. This can be
accommodated by extending (2) and (3) as follows:

ft+1 = argmin
f

1
2
‖f − ft‖2 +

(
λ

2
‖f‖2 + clLl(xt, yt, f)

)
,

(4)

and

ft+1 = argmin
f

1
2
‖f − ft‖2 +

(
λ

2
‖f‖2 + cuLu(xt, f)

)
,

(5)

where ηt is incorporated into λ and cl (or cu). This leads
to a geometrical decay of previous estimates with ft =
(1− τ)ft−1 − c(1− τ)∂f L, where τ = λ

1+λ and L is either
Ll(xt, yt, f) or Lu(xt, f).

Kernels
To make use of the powerful kernel methods, the proposed
framework can be lifted to reproducing kernel Hilbert space
(RKHS) H by letting f ∈ H, with the defining kernel
k : X ×X → R satisfying the reproducing property,
〈f, k(x, ·)〉)H = f(x). The representer theorem (Schölkopf
& Smola 2002) guarantees that f can be expressed uniquely
as ft = (1− τ)ft−1 + αtk(xt, ·) (Cheng et al. 2006).

The Algorithm
We can now present our algorithm in detail. For ease of ex-
ploration, we focus only on the problem of binary classifica-
tion. With proper modifications, it can be easily adapted to
regression, ranking and other problems. Recall that, at time
t, we are presented with an example xt and possibly with a
ground-truth label yt, and we want to update the parameter
ft to ft+1 by incorporating the new example.

On the one hand, when (xt, yt) is presented, f is updated
by solving the optimization problem (4) with Ll(xt, yt, f) =

(ρ − ytf(xt))+. After simple derivations, we have ft+1 =
(1− τ)ft + αtk(xt, ·), where

αt =


α̂t if ytα̂t ∈ [0, (1− τ)cl];
0 if ytα̂t < 0;
yt(1− τ)cl if ytα̂t > (1− τ)cl,

(6)

with

α̂t =
ρ− (1− τ)ytft(xt)

ytk(xt, xt)
.

On the other hand, when we have access only to xt, f
is updated by solving the optimization problem (5) with
Lu(xt, f) = (ρ − |f(xt)|)+. As a result, the value of αt

is hinged on ft(xt) and has two cases:

αt =
{

α+
t if ft(xt) ≥ ε;

α−t if ft(xt) ≤ −ε.
(7)

In case 1, lettting

α̂+
t =

ρ− (1− τ)ft(xt)
k(xt, xt)

, (8)

we have

α+
t =


α̂+

t if α̂+
t ∈ [0, (1− τ)cu];

(1− τ)cu if α̂+
t > (1− τ)cu;

0 if α̂+
t < 0.

(9)

Similarly, in case 2, letting

α̂−t =
−ρ− (1− τ)ft(xt)

k(xt, xt)
, (10)

we have

α−t =


α̂−t if α̂−t ∈ [−(1− τ)cu, 0];
−(1− τ)cu if α̂−t < −(1− τ)cu;
0 if α̂−t > 0.

(11)

Dealing with Unbalanced Data
For practical interactive classification applications, the num-
ber of examples are often unbalanced across different cate-
gories. In road tracking, for example, the number of positive
examples (road examples) is much smaller than the number
of negative ones (off-road examples). Our framework can
be extended to deal with this issue. Consider a binary clas-
sification case, and let ρ+ and ρ− be the margins for the
positive and negative sides of the separating hyperplane, re-
spectively. When receiving (xt, yt), the loss is associated
with proper margin conditioning on whether yt is positive
or negative. Similarly, when presented only with xt, it is
conditioned upon ft(xt) as Lu(xt, f) = (ρ+ − f(xt))+ if
ft(xt) > 0, and Lu(xt, f) = (ρ− + f(xt))+ otherwise.

An Ensemble of Predictors
Over time, the interactive system collects a number of pre-
dictors from past sessions. Intuitively this ensemble can help
to improve predictions for new sessions. While sophisti-
cated algorithms with guaranteed theoretical bounds exist
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Algorithm 1 Classification and Change Detection
Input: The cut-off value cl and cu, the change detection
threshold ε, the decay rate τ , the moving-average thresh-
old δ.
Output: the set of predictions {ŷ} and sessions {i}.
Initialize the time-series index j ← 0, session i← 0, and
initial parameter f ← 0.
repeat

% — in session i —
session index t← 0
while Receive (xt, yt) do

update parameter ft+1 by computing αt from (6)
t← t + 1, j ← j + 1

end while
% now receive only xt

while Receive xt do
if |ft(xt)| < ε or |ft(xt) −

∑
a∈|A | fa(xa)| > δ,

then break
Predict ŷt

update parameter ft+1 by computing αt from (7)
t← t + 1, j ← j + 1

end while
% a change is detected
i← i + 1

until j >= | T |

for ensemble methods (Dietterich 2000), we use a simple
strategy: Recent predictors are maintained in a queue of
bounded size, and when an abrupt change is detected, we
first search in the queue for an optimal predictor that can
still perform well on the change point and switch to this pre-
dictor to continue with automatic predictions rather than re-
sorting to human input. The intuition is simple: the models
learned in the past might turn out to be useful for the current
scenario. This strategy is applied later in the road tracking
application, improving the overall performance.

Experiments
We applied the proposed approach to the problem of inter-
active classification of a synthetic time-series and to a real-
world road tracking task. The comparison approach is a
nearest-neighbor moving average (NNMA) algorithm: In
each session, the NNMA assigns to the current example a
label according to the closest match among the human in-
puts, and change points are detected using the same moving
average method. The parameters were tuned individually for
good performance.

Performance Evaluation
The performance of an interactive system is usually eval-
uated objectively based on two criteria: accuracy and ef-
ficiency. The accuracy criterion mainly considers tracking
errors (i.e., those with large deviation from corresponding
manual labels), while the efficiency criterion deals with the
time saving for the human operator (e.g. by measuring how
many mouse clicks the operator has made in a fixed set of
road maps for interactive road tracking). These lead to a
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Figure 2: An interactive classification task on a synthetic time-
series. Top: An exemplar synthetic time-series. Middle: A compar-
ison of the proposed method and NNMA on the accuracy-efficiency
plot. Bottom: A comparison of two methods over different levels
of difficulty. See text for details.

2-D accuracy-efficiency plot (e.g. Figure 2 middle) where
the horizontal axis measures accuracy and the vertical axis
shows efficiency. After proper normalization, the results fall
in a [0, 1] bounding box. Similar to the ROC curve, the per-
formance of an ideal system would fall in the top-right area
of the box. We use this method to evaluate related systems
throughout the experiments.

Interactive Classification on Synthetic
Time-series

In this section, we present two experiments on a synthetic
time-series. Figure 2 top presents an example time-series,
which contains 1-D examples sampled with uniform proba-
bilities from two classes (marked with circle an star signs).
To mimic a real-world situation, each class-conditioned dis-
tribution, a 1-D Gaussian distribution, is allowed to drift
slowly over the time. Five disjoint subsequences (marked
with different colors) are sampled in this way, each using a
distinct drifting pattern, to model abrupt changes. With this
type of time-series, a semi-automatic system is expected to
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predict with good accuracy and to make minimum queries
for inputs.

Figure 2 middle shows a comparison of the NNMA
method and the proposed approach on the accuracy-
efficiency plot, where the results are averaged over five time-
series. The results indicate that the proposed approach de-
livers better performance when the class-conditioned distri-
butions drift over time, as is typical in real-world settings.

To get an idea of the robustness of the proposed ap-
proach, we conducted a second experiment, where the al-
gorithms were evaluated on time-series of different levels
of difficulty: At the easiest level, the means of the two
class-conditional distributions are well separated, while at
the most difficult level, the two means are very close to each
other, with the standard deviations fixed throughout this ex-
periment. In Figure 2 bottom, from left to right along the
horizontal axis, the problems become easier to deal with as
the gap between the sample means of both positive and neg-
ative classes grows. The vertical axis measures the distance
to the ideal performance at the top-left corner (1,1) of the
accuracy-efficiency plot. A small value therefore indicates
better performance. Figure 2 bottom displays the results,
where each value along the curves is computed by averaging
over ten time-series. We can see that the proposed method
gives overall better performance than NNMA.

Interactive Road Tracking (IRT)
IRT refers to a semi-automatic image understanding system
to assist a cartographer annotating road segments in aerial
photographs. Given an aerial photograph containing a num-
ber of roads, the IRT system assists the cartographer to se-
quentially identify and extract these road segments (includ-
ing e.g. transnational highways, intrastate highways, and
roads for local transportation). As shown in Figure 3 top,
road-tracking is not a trivial task because road features vary
considerably due to changes in road material, occlusions of
the road, and a lack of contrast against off-road areas. It
is extremely difficult for a fully automatic system to anno-
tate the road segments with a reasonable accuracy. Much
research has been devoted to road tracking from aerial pho-
tographs (e.g. Merlet & Zerubia; Geman & Jedynak; Ge-
man & Jedynak; Yuille & Coughlan; Lacoste, Descombes,
& Zerubia), and the attempts have been devoted to automatic
systems. People have gradually realized that the human car-
tographer can and should provide help in these systems (e.g.
Geman & Jedynak). In recent years, a number of semi-
automatic systems have been proposed (Rochery, Jermyn,
& Zerubia; Hu et al.; Zhou, Cheng, & Bischof).

In our system, a session comprises an input phase and a
detection and prediction (DP) phase. The input phase con-
tains a series of labeled examples along a road segment,
where each example (also called an on-road profile) records
the location and direction of the local road segment, to-
gether with features that characterize the local geometric
texture. We also collect a set of off-road profiles by ran-
domly sampling nearby regions. During the DP phase, the
system searches ahead and returns a set of candidate profiles
based on the location and direction of current road segment.
Then the online predictor is applied to pick on-road profiles,

Figure 3: Top: A close-up view of an orthorectified aerial photo-
graph of roads. Notice that the occlusion, crossing, and the change
in road surface materials lead to abrupt change in road appearance.
Bottom: An example of interactive road tracking. See text form
details.

and the location and direction of the next example is decided
by a weighted average of these profiles, where the weights
are proportional to their distance from the separating hy-
perplane. In cases where too few on-road profiles exist, or
where a good portion of the candidate profiles is within the
ε-ball, the session ends and further input is requested from
the user. Figure 3 bottom shows an example consisting of
two sessions, starting from the top-right corner. White line
segments indicate the locations of human inputs; white dots
are the detected road axis points. When the road changes
from dark to light, a human input is required to guide the
tracker because the light road has not been experienced be-
fore.

We adopted the dataset from Zhou et. al. (2007). Our
goal was to semi-automatically identify the 28 roads in one
photograph of 14576 × 12749 pixels and 1m per pixel res-
olution of the Marietta area in Florida. Eight human par-
ticipants were involved in this experiment. Each participant
was asked to provide manual annotations of the road cen-
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ter axes, and we simulated the semi-automatic process using
the recorded human data as virtual users. Over the eight par-
ticipants, accuracy results were similar (0.97 for both meth-
ods, corresponding to 1.95 vs. 1.85 pixels deviation from
the ground-truth road center axes, for the proposed method
and NNMA, respectively), but the proposed approach was
able to work with much fewer human interactions (efficiency
score 0.70 vs. 0.64 for the proposed method and NNMA, re-
spectively).

Conclusion
In this paper, we presented a novel approach to sequential
prediction and change detection, which often arise in inter-
active applications. This is achieved by devising an online-
learning algorithm that naturally unifies the problems of pre-
diction and change detection into a single framework. As
a proof of concept, we applied the proposed approach to
the interactive classification of a synthetic time-series, and
we also experimented with a real-world road tracking task,
where the proposed approach is shown to be competitive.
For future work, we are looking into other interactive appli-
cations to apply the proposed framework.
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