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Summary Augmented reality is a variation of virtual reality.
It allows the user to see computer generated virtual objects su-
perimposed upon the real world through the use of some kind
of see-through head-mounted display. Human users of such
system can interact with the virtual world and have additional
information, such as character description of physical objects
and instruction for performing physical tasks in form of anno-
tation, speech instruction, image, and 3D model.

In this paper, we describe a prototype of a collaborative in-
dustrial teletraining system, based on distributed augmented
reality. Distribution enables users on remote sites to collabo-
rate on the training tasks by sharing the view of the local user
equipped with a wearable computer. The users can interactively
manipulate virtual objects that substitute for real objects, try
out and discuss the training tasks. A new technique for identify-
ing real world objects and estimating their coordinate systems
is introduced. The method utilizes a Binary Square Marker,
which can identify a great number of real world objects with
markers tagged on them by using computer vision techniques.
��� Zusammenfassung Augmented Reality (AR) stellt
eine Variante der Virtuellen Realität dar. Mit AR-Techniken und
innovativen Ausgabegeräten werden Benutzer in die Lage ver-
setzt, rechnergenerierte virtuelle Objekte als eine Überlagerung

der realen Umgebung wahrzunehmen. Die Benutzer solcher
Systeme können mit der wahrgenommenen virtuellen Welt in
Interaktion treten und mit zusätzlichen Informationen versorgt
werden, wie etwa mit der textuellen Beschreibung physischer
Objekte oder Anweisungen für durchzuführende Aufgaben in
Form von Annotationen, Sprachinstruktionen, Bildern oder so-
gar 3D-Modellen.

Im vorliegenden Aufsatz wird eine auf AR-Techniken beru-
hendes prototypisches System für das kollaborative Teletraining
im industriellen Umfeld beschrieben. Durch die Anwendung
verteilter AR-Techniken können auch Benutzer an entfernten
Standorten das vom lokalen Benutzer Wahrgenommene sehen
und so die gestellte Trainingsaufgabe kooperativ lösen. Die Be-
nutzer können interaktiv virtuelle Objekte, die einen Ersatz für
reale Objekte darstellen, manipulieren, mit ihnen experimentie-
ren und die Trainingsaufgabe gemeinsam diskutieren. Es wird
eine neue Technik für die Identifikation realer Objekte und die
Bestimmung ihrer Koordinatensysteme vorgestellt. Die vorge-
schlagene Methode nutzt sogenannte „Binary Square Marker“,
die angebracht an realen Objekten die technische Vorausset-
zung für die Identifikation einer großen Anzahl realer Objekte
mittels Techniken der Bilderkennung darstellen.

KEYWORDS Augmented Reality, Wearable Computing, Computer Supported Collaborative Work, Industrial Training,
Marker Detection

1 Introduction
1.1 Augmented Reality
From the human’s perspective, the
real world is composed of the phys-
ical materials that people can feel

by their own senses. The informa-
tion people get from their senses is
very limited in some circumstances
and extra information augment-
ing the real world could overcome

the limitations. For example, when
a repairman wants to fix a broken
pipeline in a wall, a virtual map of
the pipeline, overlaid on the real
scene of the wall, will save the re-
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pairman a lot of time to find the
broken pipeline. Another example:
without a tour guide in an art mu-
seum, information such as the back-
ground of the artist or the music of
his/her time will help the visitors to
understand the work of art.

Augmented Reality (AR) is used
to describe a system, which en-
hances the real world by super-
imposing computer-generated in-
formation on top of it. AR is
a variation of Virtual Reality (VR).
VR technologies completely im-
merse a user inside a synthetic en-
vironment. While immersed, the
user can not see the real world
around him. In contrast, AR al-
lows the user to see the real world,
with computer-generated informa-
tion superimposed upon or com-
posed with the real world. There-
fore, AR supplements reality, rather
than completely replacing it. Com-
bining 3D graphics with the real
world in a 3D space is useful in that
it enhances a user’s perception of
and interaction with the real world.
In addition, the augmented infor-
mation, such as annotations, speech
instructions, images, videos, and 3D
models, helps the user perform real
world tasks. AR systems have been
proposed as solutions in many do-
mains, including medical, entertain-
ment, military training, engineering
design, robotics and tele-operation,
and so on [1]. For example, doctors
can see virtual ultrasound images
overlaid on a patient’s body, giving
them the equivalent of X-ray vi-
sion during a needle biopsy, while
a car driver can see the infrared im-
agery of night vision overlaid on
the road ahead. Another major do-
main is the assembly, maintenance,
and repair of complex machinery, in
which computer-generated graphics
and text prompts would be de-
veloped to train and assist plant
personnel during complex manip-
ulation or equipment maintenance
and repair tasks [2–4].

The AR technology has been
developed since 1993, and many
related researches have been done
in the laboratory. However, only

a few commercial products using
AR technology appear in the mar-
ket today, as, for example, the In-
structional System for the Boeing
Company [5], and the telecommu-
nications services product for Bell
Canada field-service technicians [6].
Developing new applications has
been an attractive research topic
in recent years. Advances in track-
ing technologies and displaying de-
vices, and increasingly low cost and
powerful computing capability, are
making research work easy to go
forward. The new applications can
be categorized into three areas: out-
door and mobile AR, collaborative
AR, and commercial AR.

1.2 Mobile Computing
Mobile computing allows users to
access and manipulate information
anytime, independent of location.
With computing devices decreasing
in size and with options like wire-
less networking, a user is no longer
limited to his/her physical desktop.
Wearable computers are the next
generation of mobile computing de-
vices. A typical wearable computer
may be composed of an insight pro-
cessor and a battery mounted on
a belt or backpack, a head mounted
display (HMD), wireless commu-
nications hardware and an input
device such as a touchpad or chord-
ing keyboard or voice input utilities.

Progress in wireless networks
and the occurrence of wearable
computers has made it possible to
build a mobile AR system. Some
of them have already been demon-
strated. A prominent example is
Columbia’s “Touring Machine” [7],
which assists a user in locating places
and allowing a user to query in-
formation about items of inter-
est, like campus buildings, library,
and so on. Several attempts have
been made to construct more in-
formative and natural collaborative
workspaces with a wearable com-
puter. The NETMAN [8] proposes
a collaborative wearable computer
system that supports computer tech-
nicians in their task of maintaining
a campus network with the help

of remote experts, but this system
doesn’t support augmented reality.

1.3 Mobile Collaborative
Augmented Reality

Computer supported collaborative
work (CSCW) allows the computer
to be used as a medium for hu-
man communication. The combi-
nation of Augmented Reality, mo-
bile computing and CSCW pro-
duces a new technology, called Mo-
bile Collaborative Augmented Re-
ality (MCAR). Virtual Reality ap-
pears a natural medium for three-
dimensional CSCW. However, the
current trend in CSCW is toward
the Open Shared Workspace, in
which the computer is adapted to
work with the user’s traditional
tools, rather than separating the
user from them, as immersive VR
does. One of the attractive solu-
tions is through Augmented Reality,
the overlaying of virtual objects on
the real world. There is a number
of researchers that have already de-
veloped table-top AR systems for
supporting face-to-face collabora-
tion. The AR2 Hockey system of
Ohshima [9] allows two users to
play virtual air hockey against each
other. A game of Augmented Reality
Chess demonstrates collaboration of
the stationary user with the mo-
bile user in Reitmayr’s system [10].
However, the users in these systems
have to be present in the same phys-
ical space and share it. The remote
users can not join the shared space
and do the collaboration work.

1.4 MCAR for Training
Training costs are a considerable
part of expenses for many indus-
tries, especially when the customers
or employees need to learn to use
equipment or devices that are ex-
pensive and costly to repair. The
problem is compounded when the
trainers are far from the would-
be trainees. A training system such
as distance learning, on-line help
through the Internet and a com-
puter training application system
based on virtual environment tech-
nology provide instruction or sup-
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port in the form of text, audio,
video and animation. An example
is a prototype Collaborative Virtual
Environment developed at the Mul-
timedia Communications Research
Lab, University of Ottawa [11] in
which a real work task of ATM
switch maintenance is simulated. As
the emerging training system not
only enhances understanding but
also saves time and travel costs, it
has been considered as very success-
ful. However, it cannot give effective
training or support when the learn-
ers need it most – carrying out the
task in the real world. If the real
world task is complicated, it is dif-
ficult for the trainees to memorize
every step learned in the training
system. Furthermore, they may not
be able to obtain support if they
have questions when they are work-
ing in the real world.

More effort is required to ad-
dress the above problems. The trend
is to provide on-the-job training,
giving learners performance support
by integrating computer-based guid-
ance and information into the nor-
mal working environment through
augmented reality technology.

In this paper, we will introduce
a new method with Mobile Collab-
orative Augmented Reality (MCAR)
technology to address the above
problems. We will present a pro-
totype for an industrial training
application in which MCAR embeds
computer-based tools in the users’
real environment and enables users
experience a real training exercise
with a shared space that is filled with
both real and virtual objects.

1.5 Contribution
We propose here a Binary Square
Marker recognition technique, which
adds the error code detection and
correction, and marker orienta-
tion functions into the 2-D matrix
code. This technique makes the
code of the new marker being
recognized with higher probabil-
ity. In this paper, we explore the
possibility of applying collabora-
tive augmented reality technology
to industrial training and present

a prototype for ATM switch mainte-
nance training. This prototype can
be applied to other applications,
such as collaborative architecture
design in a shared space and mobile
tour guide.

2 Vision-based Tracking
2.1 Introduction
In general, AR is a system that com-
bines real and virtual, is interactive
in real time, and is registered in
3D [1]. Vision-based tracking uses
image processing and computer vi-
sion techniques to aid registration.
Two basic technologies are avail-
able for accomplishing the com-
bining of real and virtual. One
is using a head-mounted display
(HMD) equipment with a wear-
able computer, another is overlaying
computer-generated graphic images
on the camera captured video using
the monitor.

The advantage of using a HMD
is its mobility. When a user wearing
a HMD and a wearable computer is
moving around in the real world,
the pose of the user’s head is tracked
in real time by the camera of the
HMD. The object recognition and
the graphic image rendering is ac-
complished by the wearable com-
puter. That technology is most use-
ful in outdoor applications where
a computer graphic workstation is
non-reachable.

For AR applications, the reason-
able image generation rate is 10 at
least frames per second. According
to research by Durlach [12], delays
greater than 60ms between head
motion and virtual feedback im-
pair the adaptation and the illusion
of presence. The processing speed
and graphic capability of the exist-
ing wearable computer products on
the market are very limited.

Accurate dynamic registration is
a key issue for an AR system. Mag-
netic and ultrasonic trackers used in
VR are constrained by their inaccu-
racy and limited volume. Therefore,
they do not provide accurate and
portable registration in AR. Vision-
based AR systems are those using
images captured by the video cam-

era to track the camera’s position
and orientation relative to the ob-
jects in the real world. 3D informa-
tion is recovered from 2D images
based on detecting and tracking
certain features in images. Since
a vision-based AR system has a dig-
itized image of the real environ-
ments, it may be possible to detect
features in the environment and use
those to realize registration. Cam-
era tracking has been extensively
investigated in the field of com-
puter vision that has the potential of
providing the accurate registration
data needed by AR systems. In com-
puter vision, there are several ways
to identify objects in scenes.
(1) Edge detection, which is appli-

cable to non-real-time applica-
tions due to the complexity of
the algorithms,

(2) Reconstruction of the 3D coor-
dinates of a number of points
in a scene, given several images
obtained by cameras of known
relative positions and orienta-
tions, which is applicable to
non-mobile applications,

(3) Reconstruction of 3D coordi-
nates of objects by detecting
fiducial points or landmarks in
the image obtained by one cam-
era from a single view, which is
applicable for AR systems due to
its simplicity and low cost.

2.2 Motivation & Related Work
Before 1998, all of the real-time
vision-based AR systems imple-
mented registration based on land-
mark detection techniques; these
include boundary detection, color
segmentation, watershed, and tem-
plate matching techniques. Land-
marks could be solid or concentric
circular fiducials, ping-pong balls,
LED, or the corners of a big rect-
angle [4; 13; 14]. Those landmarks
might facilitate light-weighed fidu-
cial detection and accurate 3D co-
ordinate reconstruction, but what
kind of information, or more pre-
cisely, what 3D model, annotation
or texture image should be su-
perimposed on the reconstructed
object in the real world? In all
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those systems, the computers know
in advance what the object with
reference to the landmarks is and
which 3D virtual model or tex-
ture image will be registered with
the object seamlessly or what an-
notation will be displayed on the
screen. This constraint hindered the
vision-based AR technology to be
used in more practical and large
scale applications, in which the en-
vironment around the user changes
dynamically and more than one ob-
ject in the user’s view need to be
detected and augmented with com-
puter generated information. This
raises a question. How to distin-
guish one real object from another
based on the landmark detection
techniques? In 1998, Jun Rekimoto
proposed a solution, CyberCode. In
that vision-based tagging system, 2D
matrix code markers are used as
landmarks [15]. The markers are 2D
barcodes, which can identify a large
number of objects by unique IDs.
The complexity of detecting the 2D
barcode and extracting bar code ID
depends on how the 2D matrix
code marker is defined. Template
matching is another vision-based
method using patterns for object
recognition, which was proposed
by H. Kato and M. Billinghurst in
1999 [16]. The algorithm was im-
plemented and embedded in the
ARToolKit software library [16]. An
object in the real world is rec-
ognized by matching the pattern

CCD Camera

Camera Pose
Transformation Matrix

Matrix Code ID

Multimedia
Information
Database

Graphic Image Rendering

Image
Composing

Object manipulation
by using keyboard

Video Image

Figure 1 Augmented reality system workflow.

inside the square marker tagged
on the object to a predefined tem-
plate.

2.3 Camera Tracking
Camera calibration is the process of
estimating the intrinsic and extrin-
sic parameters of a camera, which
are used to determine the relation-
ship between what appears on the
image plane and where it is located
in the 3D world. Registration is
the process of acquiring the objects’
pose. The camera tracking can be re-
garded as a continuous update of ex-
trinsic parameters. Camera tracking
addresses the problem of accurately
tracking the 3D motion of the cam-
era in a known 3D environment and
dynamically estimating the 3D cam-
era location relative to the object in
the real space.

Vision-based tracking ap-
proaches are based on detecting and
tracking certain features in images.
These features could be lines, cor-
ners, or circle points, which can
be easily and unambiguously de-
tected in the images and can be
associated with objects in the 3D
world. Our approach uses the cor-
ners of the square markers attached
to moving objects for tracking. The
overall work flow is illustrated in
Fig. 1. The implementation con-
sists of four parts: image processing,
pattern recognition, camera pose
estimation, and multimedia infor-
mation rendering.

2.3.1 Image Preprocessing
(1) Binarizing the image. The pro-

gram uses a predefined thresh-
old to binarize the video image.
Binary images contain only
the important information, and
often can be processed very
rapidly.

(2) Selecting the quadrilateral re-
gions. These regions become
candidates for the square marker.

(3) Searching and recording the
four corners of the quadrilateral
region found in step 2.

2.3.2 Pattern Recognition
(1) The system recognizes the 2D

binary code pattern inside the
square marker region.

(2) Extracting the binary code our
algorithm is based on the fol-
lowing observation: Given the
four vertices of the marker re-
gion, the projection of every
point on the marker can be
computed as a linear combi-
nation of the projections of
the four vertices. The refer-
ence frame is defined as a non-
Euclidean, affine frame. In the
system, the marker pattern is
defined as a 4x4 matrix. Every
grid in the matrix represents one
bit of the binary code of the
marker. The whole pattern is
in black and white color. The
grid in black represents 1, and
the grid in white represents 0
(Fig. 2). According to the theo-
rem in [17], the division ratio is
affine invariant, which means

(ABC)= (T(A)T(B)T(C)).

If A, B and C are three differ-
ent arbitrarily chosen collinear
points of the plane (or space)
and T is an arbitrary affine
transformation, (ABC) is the di-
vision ratio of the collinear three
points A, B and C.
Clearly, since the relative loca-
tion of every grid in the pat-
tern is predefined, it is easy to
calculate the central point coor-
dinates of the grid in the pro-
jective plane with reference to
the projections of four vertices
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Figure 2
Binary
Square
Marker.

of the marker. Consequently, the
color or value of each grid in
the pattern is determined by the
color of the corresponding pix-
els in the binarized image.

(3) Error control. In the imple-
mentation of the algorithm, the
block sum checking and the
Hamming code checking were
used for error detection and
error correction. If a code error
is detected, the system can either
drop the current image and do
the image preprocessing again
on the next image from step 1,
or correct the error bits.
The pattern of a marker rep-
resents a 16-bits binary code.
In the block sum checking
(Fig. 2(a)), 5 bits are used to
represent the marker ID. 4 bits
determine the orientation of the
marker in the camera’s dynamic
view. 6 bits are for the block sum
checking. In the marker pat-
tern, the data block is of 3 rows
and 3 columns. The block sum
checking can correct any sin-
gle bit error in the bit block.
In the Hamming code check-
ing (Fig. 2(b)), 7 bits are used
to represent the marker ID. 4
bits determine the orientation of
the marker in the camera’s dy-
namic view. In the rest 5 bits,
4 bits are for the error checking.
The Hamming code checking
can correct any single bit error.

(4) Determine the orientation of the
marker. Four bits at the cor-
ners of the pattern determine
the orientation of the marker
in the camera’s view dynam-
ically. The system can keep
tracking the orientation of the
square marker, register the vir-
tual model on the marker even
if the marker rotate, and read
the binary code of the marker in
correct order.

2.3.3 Camera Pose Estimation
The recognized marker region is
used for estimating the camera pos-
ition and orientation relative to the
marker tagged to the object. From
the coordinates of four corners of
the marker region on the projective
image plane, a matrix representing
the translation and rotation of the
camera in the real world coordinate
system can be calculated. Several
algorithms have been created and

(a) (b)

Figure 3 (a) Image of a white board, captured from a CCD camera. (b) Computer generated
graphic image superimposed on the white board.

implemented in experimental aug-
mented reality systems. Examples
are the Hung-Yeh-Harwood pose
estimation algorithm [18] and the
Rekimoto 3D position reconstruc-
tion algorithm [15].

We currently use the algorithm
proposed by Kato-Billinghurst-
Weghorst-Furness [16], which in-
corporates lens distortion. Once the
transformation matrix is calculated,
all kinds of multimedia information
corresponding to the marker could
be rendered upon the real world
through human-machine interfaces.

2.3.4 Multimedia Information
Rendering Currently, our system
is implemented to embed the fol-
lowing multimedia information into
the real world from the user’s view.
(1) Text, such as character descrip-

tion of physical objects and in-
struction for performing physi-
cal tasks in form of annotation.

(2) Audio, such as speech instruc-
tions.

(3) Image.
(4) Real-time video stream.
(5) 3D model, such as OpenGL

model and VRML model.

The 7 bits code of the pat-
tern can identify 27 different objects.
However, how to decide what com-
puter generated information should
be rendered on which object la-
beled with a square marker becomes
an issue to solve. We implemented
a multimedia database using C++.
In the database, the key word for
each record is the marker code ID,
and the property fields are the me-
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dia information the system will ren-
der when the corresponding marker
labeled object runs into the camera’s
view (Fig. 3).

2.4 Comparing With Other Visual
Marking Technologies

Some systems, like the Aug-
mented Reality for Construction
(ARC) [19], use a 1D barcode as the
marker to handle a large number
of real world objects. The draw-
back is that an extra barcode reader
is needed for each user. Another
similar visual marking method adds
color into the 1D barcode. Each bar
in a special color represents a cer-
tain value. With the same amount
of bars, the color barcode can iden-
tify more objects than a traditional
black and white color barcode. One
constraint is that the marker must
be located in a daylight or fluor-
escent environment, otherwise, the
color of the bar will not be recog-
nized correctly.

Two existing vision-based AR
systems use 2D square markers. One
is the CyberCode system. Another
is a template matching system. In
the template matching system [16],
the pattern of the marker region
is compared with predefined tem-
plates, which were given to the
system before identifying a specific
marker ID. The pattern template
could be user names, characters or
an image. A significant disadvantage
of the method is that it does not
have a specific way to differentiate
one pattern from the other. The
ability to correctly pick up the tem-
plate matching the marker pattern
mostly depends on the resolution
of the camera and the algorithm
to match the pattern. In the Cy-
berCode system, Jun Rekimoto pro-
posed a method to use a 2D matrix
code marker as landmark in his
vision-based system [15]. The com-
plexity of detecting the 2D barcode
and extracting bar code ID depends
on how the 2D matrix code marker
is defined. Compared to the marker
definition method we proposed, the
2D matrix barcode has some limita-
tions. Every marker has a guide bar

aside, which helps to locate the four
corners of the marker and deter-
mine the orientation of the marker.
So, an extra step is needed to find
the guide bar. Since the marker code
is a binary code, error correction is
possible to implement. The problem
is that once an error bit is detected,
the system will have to skip the cur-
rent image and extract the marker
code from the next image instead of
correcting the error bit.

In our experimental system, we
found that the error bit doesn’t
occur independently from one
image to another in that in most
cases the error is caused by the
camera capability, lighting in the
environment or the material made
of the marker. Therefore, dropping
the currently processed image when
an error occurs will probably not
get the correct marker code in the
consequent video images. A good
method to solve the problem men-
tioned above is to add an error
control function into the pattern
recognition algorithm. Block sum
checking and Hamming code check-
ing are two alternatives to detect up
to 2 bits errors and correct any sin-
gle bit error in the 2D binary code
block.

The proposed Binary Square
Marker recognition algorithm was
tested using markers in differ-
ent patterns. The maximum visible
ranges of square markers in different
size placing in different orienta-
tions relative to the camera (tilted
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degree) were measured. The ob-
ject recognition algorithms with and
without error correction function
were tested individually. From the
test results (Fig. 4), it is clear to
see that the visible ranges of the
markers are affected by the tilted
degree of the markers. As the mark-
ers are more tilted, the patterns are
less visible. As a result, the recogni-
tion becomes more unreliable. The
larger the size of physical markers,
the further away the patterns of the
markers can be detected. The vis-
ible range of the markers with an
error correction function is 12.8%
larger on the average than that of
the markers without an error cor-
rection function. In conclusion, by
using the marker of the same size,
the Binary Square Marker recog-
nition algorithm we proposed can
make the marker being recognized
in a larger range in comparison with
other 2D square marker recognition
algorithms without error control.
The pattern of markers with larger
black regions (black color grids are
connected) can be recognized cor-
rectly in a larger range in compar-
ison with markers, which has no
connected black color grids. There-
fore, we can say that the pattern
of the marker also affects somewhat
the visible range of the object tagged
by the marker.

A limitation of this marking sys-
tem is that the context information
of the objects represented by tagged
markers can only appear when the
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markers are in the user’s view. This
limits the size and the volume of
movement of the objects. What’s
more, if the marker is partially cov-
ered by other objects the marker
can’t be recognized by the system,
and the graphic image of the 3D
model and annotation will not be
displayed to the scene. In the AR
system, the square shaped markers
are used for recognizing and track-
ing objects.

This raises a question. Why do
we use square shaped markers? In
a vision-based AR application, the
object labeled with a marker could
be of any size or shape. In order
to make our system recognize not
only big but also small objects, we
should minimize the marker area
and the marker code length as far as
possible.

Suppose the marker ID is a N-bit
code with X rows and Y columns.

X ×Y + X + Y = N + X + N/X

If the block sum checking function
is used, the number of parity bits is
X + Y . The total marker code is X ×
Y + X + Y bits.

X ×Y = N

In order to minimize the total
marker code length, X must be equal
to Y .

(N + X + N/X)′ = 1 – N/X2

1 – N/X2 = 0

X = Y =
√

N �

If the marker code length is fixed,
the square shaped marker has
shorter perimeter and smaller area
than the markers in rectangle.

3 Design Goals
3.1 The Task: ATM Switch

Maintenance
Imagine some trainees in different
locations are trained to repair an
ATM switch. The task consists of re-
moving a switchboard from an ATM
switch and installing a chip on the
switchboard. As an ATM switch is
an expensive piece of equipment,
only one trainee has access to it.
The other trainees would like to

participate in the training exercise
to get some experience. In addition
to trainees, there are some train-
ers in remote locations who are
knowledgeable experts in the do-
main. During the training exercise,
the trainee who is equipped with
the ATM switch may need to ask
a trainer for advice.

For example, the trainee may
contact the trainer to ask for gen-
eral advice (“How do I...?”) or
for particular pieces of information
(“which piece of the switchboard
should I work with?”; “Should I in-
stall the chip this way or that way?”).
On the other hand, the trainer may
give the trainees some directions or
point out mistakes.

3.2 Problems with the Current
Practice

Below is a list of some of the prob-
lems with the current practice of
training in ATM switch mainte-
nance:
• Costly: the ATM switch is an ex-

pensive device. Not all of the
trainees have had access to this
device. Furthermore, errors in
installation could lead to dam-
age to the chip or the pins of the
switchboard. Therefore, it could
be costly to do a real training ex-
ercise.

• Inefficiencies: Since the remote
trainer is not always available,
the trainees often have to in-
terrupt the current training ex-
ercise until they have an op-
portunity to talk to a trainer in
person.

• Insufficient Voice-only conversa-
tions: When a trainee needs to
ask the remote trainer for ad-
vice, phone conversations can be
helpful in asking for a specific
type of information, but they
are not effective in situations
where an expert has to provide
a trainee with step-by-step di-
rections, depending on the situ-
ation. Sometimes video is indis-
pensable in interactive conversa-
tion. Furthermore, it is difficult
for a trainer to instruct a trainee
to operate a specific device, es-

pecially in a case where the
trainer has to tell the trainee to
work on a specific piece of chip
among dozens of similar chips
on a switch card. Therefore, ef-
fective means are needed to es-
tablish a common understand-
ing during computer-mediated
conversation.

• Informative Supporting is ex-
pected: A problem arises when
trainees would like to be shown
how to do the job but the train-
ers are far away or not available.
It is not informative for a re-
mote trainer to tell a trainee via
voice conversation to “pull the
switchboard in this direction in
this way”.

• Less hands-on experience: The
trainees who are not equipped
with ATM switches and other fa-
cilities are not able to carry out
an effective training exercise.

3.3 MCAR: an Effective Solution
MCAR is an effective method of
remedying the shortcomings with
the current practices, described
above. Wearable computing enables
the local trainee to get informa-
tion while she/he is walking around
in the working environment; while
augmented reality can be used to
overlay supporting information on
his/her workspace, for instance, 3D
graphics showing how to remove
the switchboard, etc. CSCW enables
remote trainers and trainees to co-
operate in the training exercise by
sharing the view of the local trainee
through real-time video.

3.3.1 Virtual Objects As the de-
vices which the trainees learn to use
or repair are expensive and misuse
can lead to serious and costly dam-
age, some virtual objects are used
as alternatives to the real objects.
With the AR technique, 3D models
of the devices are superimposed on
the real world scene, just like the real
devices in the physical space. The
users are then able to manipulate the
virtual devices in the training exer-
cise. This helps to reduce the cost of
training.
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3.3.2 Collaboration Functions
From this observation, we came
up with some possible collabora-
tion functions with which multiple
trainees and trainers are able to
carry out the collaboration work ef-
fectively through a wearable system:
(1) Audio Conference. This allows

users to engage in real-time
audio conversation during the
training session. It is also a good
method of ensuring awareness
with the remote users.

(2) Remote Presence. If the trainer is
able to see what a remote trainee
sees, as if she/he were physi-
cally present, she/he can give
the trainee step-by-step instruc-
tions. This is called “remote
presence” and it can be achieved
by transmitting real-time video
of the trainee’s view to the re-
mote trainer, over a wireless net-
work.

(3) Remote Manipulation. Remote
manipulation refers to a user’s
ability to manipulate objects
in another user’s physical en-
vironment. Remote manipula-
tion creates a heightened sense
of co-presence. The remote par-
ticipant can use voice conver-
sation to request the local user
to manipulate the physical ob-
jects in the physical world, but
they cannot operate the objects
by themselves. The use of vir-
tual objects in the shared space
allows the remote trainees to
manipulate the virtual objects
by themselves, thereby gaining
some value training experience.

(4) Remote Pointing. The ability to
control a remote cursor enables
users to point at objects in other
users’ view. Such objects can ei-
ther be virtual objects (a wire
in a wiring diagram) or real ob-
jects captured by the camera
of a wearable computer. Remote
pointing can increase the effec-
tiveness of verbal communica-
tions by directing the partici-
pants’ attention.

(5) Image Freezing. To ensure real-
time performance for an aug-
mented reality application, the

view update rate should be
no less than 10 frames/second.
When one remote user wants
to direct the attention of the
other users to a specific area
in the shared view, using a re-
mote pointer, he will have diffi-
culty in capturing the area when
the wearable computer user is
moving his head. In order to
compensate for the wearable
user’s head movements, the re-
mote trainer is provided with an
image-freezing feature.

4 Prototype
Figure 5 shows a trainee, equipped
with a wearable computer, who runs
the training system and works with
a switchboard. Let’s refer to him as
the local trainee A. Trainer T and re-
mote trainee B who are in different
locations are working on the remote
workstations, watching A’s action
through the shared view of the local
trainee. All of them are equipped
with a microphone and are able to
talk through live audio.

Figure 6 shows the screenshots
of a collaborative training exercise
running with our tool. The first
thing that the trainee learns is
how to pull out the switchboard.
When local trainee A points at
the ATM switch with the camera
mounted on his wearable computer,
he sees an ATM switch with more
than ten switchboards, as shown
on Fig. 6a. When he approaches
the ATM switch, a 3D model–cone
style arrow is superimposed on
a switchboard to instruct the user to
push out this switchboard (Fig. 6b).
Using a remote pointer, trainer T di-
rects him to push up the button

Figure 5 A trainee works with a wearable
computer.

on top of the surface of the switch-
board, and push down the button
on the bottom of the surface of the
switchboard at the same time, then
pull out the switchboard in the di-
rection of the overlaid cone style
arrow. As shown in Fig. 6c, trainer
A pulls out the switchboard as dir-
ected. The switchboard is put on
the table with two virtual chips next
to it (Fig. 6d). As shown in Fig. 6e,
trainee A picks up the chip with
seven pairs of pins and moves it
close to the switchboard. As shown
in Fig. 6f, the chip is laid on the
socket with all of the pins lined up.
Pin 1, marked with a white dot on
the chip surface, is at the top left of
the figure.

Remote trainee B would like to
try installing the chip in another
way, and he shows trainer T and
trainee A his idea by orientating the
virtual object with the keyboard or
mouse. As shown in Fig. 6g, the vir-
tual chip is rotated by trainee B with
the small white dot on the bottom
right of the picture. Trainer T points
to the small white dot on the virtual
chip surface and says that both pin 1
and the socket should be matched
up for correct installation, or it will
result in serious damage to the chip
(Fig. 6h). Through this interactive
“real” training exercise the trainees
can gain valuable experience.

5 System Design
5.1 Design Considerations
In this system, the visualization end
points that allow the user to partici-
pate in the collaborative augmented
reality workspace include: Wearable
computers worn by a trainee in the
real-world task; one or more desk-
bound workstations used by the
trainers and other trainees in the
remote location. All of these visu-
alization end points are connected
with a network. They have to share
the view while carrying out collabo-
ration work. The collaboration data
consist of an object manipulation
stream, pointer stream and com-
mand stream.

To be easy to add nodes to
the architecture and maintain con-

14



Designing an Augmented Reality Application... ���

(a) Camera is pointing at an ATM Switch; (b) Directing the trainees
to pull out the switchboard.

(c) Trainee A is pulling out the switchboard; (d) Switchboard with
two virtual chips beside it.

(e) Trainee A picks up one virtual chip to install it; (f) The virtual
chip is laid on the switchboard.

(g) The virtual chip is rotated by trainee B; (h) Trainer T point out
that is incorrect.

Trainee B: Can
I install it in
this way?

Trainer T: No. The pin 1
of the chip and the socket
should be matched up

Trainer T: Pull the button up,
then pull out the switchboard.

Figure 6 Screenshots for the training prototype.

sistency among displays, the infra-
structure of the system is built in the
form of a client-server architecture,
in which the wearable computer
and workstation work as a client
to handle the user’s input event
and render the graphic images while
the server provides an information
sharing mechanism.

The process of vision-based
tracking has high requirements with
regard to the computing ability of
the machine; therefore we allocated
this process to the server for the fol-
lowing reasons:
• Reduce the workload of the

wearable computer, which has
lower battery durability and
CPU speed compared to the PC
workstation;

• Centralize the database for
vision-based tracking so that
each client is not necessary to
keep a copy of it.

With this architecture the sys-
tem maintains good consistency and
has good extension capability. The
system allows clients to join at dif-
ferent times and is able to support
a maximum of 64 clients at a time.

5.2 Overall Architecture
As shown in Fig. 7, a typical archi-
tecture includes three major compo-
nents: a wearable computer, a server
and one or more workstations. They
are connected via a network.

The client runs on a wearable
computer or workstation. It con-
sists of video capturing, video en-
code/decode, user interface, and data
transmission. However, the worksta-
tion usually does not contain video
capturing.

As shown in this figure, the
camera mounted on the wear-
able computer captures live video
through the video capturing mod-
ule. The video image is encoded
by the video encode/decode mod-
ule and transmitted to the server
through the data transmission mod-
ule. The server receives the data
from the data transmission module.
The encoded image is decoded by
the video encode/decode and ana-
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Figure 7 Overall architecture.

lyzed by the vision-based tracking
module to calculate the transform-
ation matrix of the virtual objects
relative to the video camera. The
camera transformation matrix and
the marker’s identification extracted
from the video image are then sent
back to the wearable computer. The
wearable computer retrieves the 3D
models from the media database
according to the marker’s identifi-
cation, generates the graphic image,
and renders it via the graphic images
rendering module, together with the
captured video image.

The server also sends the en-
coded video image, marker’s identi-
fication, and camera transformation
matrix to the workstation. The work-
station receives the data from the
data transmission module and uses
the video encode/decode module to
decode the video image. The 3D
model is retrieved from the me-

dia database based on the marker’s
identification and rendered by the
graphic images rendering module,
together with the decoded video
image.

6 Experimental Results –
Discussion

6.1 Test Beds for the Prototype

6.1.1 Test Bed A The first test
bed for the prototype consisted
of three Pentium III workstations
equipped with GetForce2Go video
chips running MS Windows 2000,
and a Mobile IV Xybernaut wear-
able computer running MS Win-
dows 98. One workstation works as
a server and the other two worksta-
tions work as clients. The worksta-
tions are connected via a 100 BaseT
Ethernet. The wearable computer
communicates with the worksta-
tions through 11 Mb/s wireless link.

The Mobile IV Xybernaut wear-
able computer that we are using
turned out to lack 3D hardware
and be low on CPU power. Run-
ning the prototype with this test
bed, the view update rate is about
3 frames/second to the video image
with 320 pixels by 240 pixels. This is
not satisfactory for the real time AR
application. Because of the low view
update rate, the 3D objects flow in
the AR environment when the wear-
able computer user moves his head.
This means that the manipulation
of the virtual objects doesn’t make
sense. Therefore, most of the experi-
ments were tested on test bed B.

6.1.2 Test Bed B In this test bed
the wearable computer was replaced
with a workstation with the same
settings as the other workstations,
with the exception that it was
equipped with a video camera.

Running the Collaborative Aug-
mented Reality (CAR) training pro-
totype with this test bed, the view
update rate varies in different con-
figurations.

As shown in Fig. 8, the view up-
date rate for an application with
video images in 160 ×120 pixels is
higher than the view update rate
for an application with video im-
ages in 320×240 pixels. When three
clients participate in a session to do
collaboration work, the view update
rate is about 14.8 frames/second
for the application with the video
images in size 160 ×120 and 10.9
frames/second for the application
with the video images in size 320 ×
240.

If the frequency of collaboration
or interaction is higher, the view up-
date rate is a little bit lower, but it
meets the minimum requirement of
10 frames/second for the real-time
AR application. The view quality of
the application with video images
in size 320 ×240 is better than that
with video images in size 160 ×120.
However, it produces more data and
adds load to the network. Therefore,
the bigger image size, the better view
quality but the lower view update
rate.
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Running the CAR training prototype
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Figure 8 Running
the prototype with
different
configurations.

6.2 Subjective User Evaluation
In order to evaluate the perform-
ance of the system and the effec-
tiveness of the functions provided
to support training performance, we
conducted an experimental study in
which 18 students used the training
system to learn to remove a switch-
board from the ATM switch and
install a chip on the switchboard.
The training tasks are described in
details with some screenshots in
Fig. 6. The participants consisted of
7 females and 11 males ranging in
age from 18 to 45. Though 94.4%
of the participants have 3 years or
more experience in using the com-
puter, most of them had no prior
experience in CAR and had never
used this software before.

We used test bed B for our
experiments and rendered the im-
ages in 320 ×240 pixels. During the
experiments, we moved the cam-
era mounted on the workstation to
simulate the camera mounted on
a wearable computer worn by a user
who is walking around and moving
his/her head. Based on the tasks per-
formed, each participant was asked
to rate the effectiveness of the fol-
lowing functions:
(1) Replacing the real equipment

with virtual objects (VO)
(2) Using a mouse to manipulate

the remote virtual objects (MM)
(3) Using a keyboard to manipulate

the remote virtual objects (KM)
(4) Using a freeze-image feature to

help remote pointing and con-
versation (FI)

(5) Using a remote pointer to direct
the participants’ attention (RP)

(6) Overlaying the supporting in-
formation on the real world
with augmented reality technol-
ogy (SAR)

The participants were asked to
rate “effective”, if they thought the
function completed the requirement
sufficiently and rate “ineffective” if
they thought the function didn’t
complete the requirement suffi-
ciently. If they could not make up
their mind, they were asked to rate
“undecided”.

Fig. 9 shows that around 90%
of the participants are very satisfied
with the functionalities VO, FI, RP
and SAR and rate them as effect-
ive. Around 70% of the participants
think that it is effective to ma-
nipulate the remote virtual objects
with a keyboard or mouse. How-
ever, the KM is rated not so effective
as MM. Only 66.7% of the partici-
pants thought that it is effective to
use a keyboard to manipulate virtual
objects and 16.7% of the partici-
pants regard it as ineffective. The
reason is that when a user manipu-
lates a virtual object with a keyboard
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Figure 9
Evaluation of
the function
effectiveness.

he/she has to operate with a spec-
ified unit, for instance, rotates 30
degrees, moves in x-axis with 30
pixels length in the frame image,
which is inflexible. Overall, 77.8% of
the participants said that the com-
binations of the functions effectively
help the training performance. Fur-
thermore, 66.7% of the participants
found various functions of the sys-
tem are well integrated.

7 Conclusion and Future
Work

The experimental results show that
a wearable computer without 3D
hardware capacity, for instance the
Xybernaut Mobile IV wearable com-
puter, is not able to satisfy the
requirements of a real-time AR ap-
plication. A powerful wearable com-
puter with a good 3D accelerator
is recommended. A possible alterna-
tive could be a powerful laptop car-
ried by the user in a backpack and
equipped with a GetForce2Go video
chip and an I-glass see-through
stereoscopic color Head Mounted
Display mounted with a camera.

In this paper, we addressed the
problem of identifying a great num-
ber of real world objects with a ro-
bust marking approach by using
computer vision AR techniques. The
binary code error detection and
correction functions used in the
marker recognition algorithm make
the lighting-sensitive, vision-based
application more robust. We also
presented a prototype developed for
industrial teletraining which fea-
tures augmented reality and collab-
oration.

17



Freie Beiträge

In the near future, we intend
to improve the prototype in various
ways. The user interface and interac-
tion methods need enhancement to
make manipulation to the graphic
objects easier, and to convey more
awareness to the collaboration.
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