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a way that a signal ema nating from one node
is received almost simultancously by all
others. After iﬁit1a$ processing the signal
is ignored bv all stations except the one
addressed. No routing problems arise since
communication is direct to the destination,
but contention (multiple nodes trying to
trensmit at the same time) must be resolved
as in the LtHevnot of Metcalfe and Boggs (3).
Contention may arise in point to point half-
duplex systems Since there are no duplicate
paths, and no storage within the net work, the
common transmission medium must have hwoan
bandwidth than a typical point-to-point link.
Not only does this entail the use of more
expensive high-speed components, but also the
cowmunlcutﬂon line may have to be duplicated
for sufficient reliability. In Table 1 the
properties of the two configuration classes
are sunmarized. In a hicrarchic control
system a hybrid configuration such as
multiple buses ceonnecied by 8 & F nodes
night be appropriate.

STRUCTURE OF A COMMUNICATIONS SYSTEM.

The communications system conslsts of a
number of independent levels with a protocol
defining rules for sending messages between
the corresponding levels in different nodes,

nd a specified interface batween adjacent
1ev ls in the same node.

The user level constitutes the application
depondent processes which conmunicate with
each other by cal_lqg a message handler.
This provides a uuniform interface for
exchanging messages with local or remote
processes, It is necessary to limit the
length of a message in order not to delay
ot?p" nodes from access to the transmission
im, particulorly in a broadcast system,
dnﬁ to reduce L.u buffer size requirements
at the inte i in a § & F systen.

The COmeﬁ“C tz:ns syﬁ+ﬂm could split long
messayes into smaller packets for trans-
mission but, in order to reduce the complex-~
ity and proveni reassembly problems, it is
saﬁmlzr to limit the maximum length of a
message to that of a p;cbe+ The user level
iﬂterfuc is described later, but the user

vel protocol is not GlbLuSSCd since it is

aUglJ”&ilON dependent.
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the data portion with a short he
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estination of the packet. Incoming packets
1 be passed up to the user process unless
cy are in transil to another node., The
zuting algorithms can te complex &nd
e amply discussed in and Barber {4).

a data
correction,
acknowledge—~
ent, In a breadcast system the node address
ield within a packet must be inspected in
rder to determine whether tc receive the

ink. It is
cntention resclution and packel

rv¢pcﬂ51b19 for error

acket. Some of the functions of this level
culé be implemented in hardware, e.g.
ddress ition.

he transmission level bit and
haracter SthhLle?uLJOF, signalling
ethod, contention and error oetectlon and
o is line technology dependent,
OMMUNICATION SYSTEM REQUIREMENTS

Jddressin ities

n order to cater for various network

onfigurations, every packet must idéntify
nth source and destination node addresses.

nas & F network the addresses are

=dundant at the coxnuulcﬁtlon level, but

re reguired by the uting fuﬂctdcn. In

any communication syvstems it is desirable

ke qcnd the same message to meny different
tions These scatter messages €lther

A through the system by retransmission,
ry a unigue destination address which
opted by all nodes, and so should not
nowledged.

rror Detection and Cor

he protocol must ke able
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ving errors.

nformaticn corruption due to interference.
N PlECLriCally NGisy eNvironmenis random
nd burst errors may appear in the packet.
hese errors are effectively detected wit

cyclic redundancy check (CRC} (Martin (5))
d their correction is pﬁ”ﬂi= e through
he use of the automatic repetiticn (ARQ)
thod (5). Upen arrival of eucb error=-free
cket, the receiver returns a pesitiv

tknowledgement., If the sendoer does
zcaeive the acknowledge thin a specified
imeout period the packet is sent again.
lthough a negative acknowledgement ccould
zduce the timeout pericd it increases the
recognition
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verhead traffic and re"hlrc the
packet type.
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Packet seguence error. Should an
ledgement be lost, or not arrive

packet is sent again. All packets
fore contain a

number, so that the receiver can detect
duplicates., A single bit sequence nunber
(toggled for consecutive packets) is adeguate

if the number of cutstanding unacknowledged

packets is limited to one. The acknowledge-
ment contains the seguence number of the
packet to which it corresponds, so those
duplicates are also recognlsed.

Desian Coals,

In order to prevent congestion, Since the

buffer space is limited at every node, the
rate of transmission must be controlled.
This can be achieved by limiting the number
of outstanding unacknowledged messages. In
the simplest case only one packet at a time
is outstanding.

The communication proteocol should ke
transparent to the information being sent,
and so must not rely on reserved control
symbols. This conflicts with the reguire-
ment for a specific bit sequence to achieve
bit and character synchronization, For
serial transmissicn the bit insertion
technigue can he usea, to prevent the
synchronization flad (01111110) from occurr-
ing in the packet (&). On transmission a
"0" is inserted after all sequences cf 5
contiguous "1" bits. On receiving, a "O"
which feollows 5 contiguous "1" bits is
discarded, Any detected sequence f six "1°
bits is the flag or an error. This technigue
is not applicable to parallel transmission
and an alternative is to specify the length
of the packet in the header

The various levels in the communication
system should be independent, allowing net-
work cenfiguration and transmission methods
to be chosen to suit a particular applica-
tion. In addition the protocol should he
suitable for both hierarchic and linear
structures.

Application Dependencies.

In process control applications
necessary to indicate alarm conditions to a
central control roum., These nessages must
get through ahead of normal traffic so some
priority sche reqguired, Of equal
inportance is need for a short response
time to a reguest. Since responses are
delayed by cother traffic on the network any
technique which reduces that traffic is use-
ful. One method is to combine an acknow-
ledgement with a data packet, when they
simultanecusly want to use the same link.

it may be

the

commercially available data link
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header portion is pas
tions level for

sed up to the communica-
immediate processing, ican--

while any data porticn is being assembled and
checked.  The communication level rocognises

two types of packet
field shown in Fig
aceording to the gj
shown in Fig. 2. An
contains information
levels. Tt carries a transit s
number {T) which is toggled for ea W
packet and is comparcd with the expected

and uses the link contzol
1b to process the packets
plified state diagram

informat (I=1)
I the mmoe user

transit nvmber (BT7) at the receiving end.
Table 2 indicates en on recejve

the action tal
ing a packet. When an information nacket is
acknowledged the received T

sequence bit is
transferred to the response seguence field

(R) and the information acknowledge bit (IA)
is set in the outgoing header.

Where possible this
combined with a new message awaiting trans-
nission. When a packet arrives containing

a valid acknowledgement, IA=1 and R =
transit number (LT) of the last message sent,
the buiffers for the acknowledged message are
released.

acknowledgeoment is

Command packets (C = 1) are used to set the
cemmunicetions level, and possibly the whole
communications system in a node, into a

defined state. These packets must always be
accepted, since they may reset seguence
numbers, but are designed so that it does not

matter if thes d

function specified in F field is
performed only at the final destination
although some functions would not normally be
forwarded. Commands are acknowledced by
setting CA = 1, and only one can be outstand-
ing at a time. Obviously the C and I bits
cannot both be set, but might both be zero.
Four functions have been specified, but
others might be reguired for monitoring,
diagnostics, and status checking.

are

cated. The command

Reset - Reinitialises communication between
two nodes, typically establishes scguence

I S -
number agreement aleong a communication line,

Bootstrap - Forces the node into bootstrap
mode. The data portion of the packet
contains the object code and load address of
the program being sent Typically this will
be a new message level handler.

i

Initiglise - es all buffers,

sequence and ion numbers, etc.,
in the cwu tem. All outstanding
messages

Start ~ Is the only cormand which will be
executed after a Bootstrap or rnitialise have
been processed. No other packet can be
accepted or acknowledged, even if intended
for another nede, This commarnd allows
controlled restart of part of the network.

ATy e —
MeSsSsage

The de
fields
recog
are i
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replics. The four it
reply e: is
message e
nessage the



valid; the message is a reply and so the RID
field is valid.

Error messaq are sent by an intermediate
node Dut appoar to come from the intended
destinatien ond have RID = TID of. the
abandoned message. The nature ofl the error
is described in the function field. These
cannot generate other error mescages or
expect replies, otherwise a fault could

propagate an endless series of error messages.

are for the message level of
node and are not passed up to
They serve a similar purpose

the user level.
to the commands at the communications level
and so contain ne identification numbers,
Typical command functions would be: boot-

strapping of the user level; resetting
message level identification numbers;
routing tables; loop back testing.

setting

Command acknowledge indicates that the
command message was successfully received by
the destination. Ko other messages will be
transmitted to the particular destination
belween transmitting a command and receiving
the acknowledgement.

The PRIOCRITY field is used to indicate alarm
messages which are allowed to jump the queue
of waiting messages, but this is incompatible
with maintaining the correct segquencing of
messages, On2 solution would be to maintain
different sets of seguence numbers for each
priority level to each possible destination,
but this weuld increase the complexity and
storage requirements. The alternative is not
to implement sequence checking at the message
level but to provide the facilities for this
to be incorporated in a user level protocol
if required. When the message level receives
a message from the user level, a TID No. is
assigned by incrementing the last one used
for that particular destination. This TID

is passed to both the scurce and destination
user levels. If the reply expected bit is
set, the meszage level starts a timeout

which is cancelled by a reply or error
message with the matching RID.
receives an error indication if the timeout
fails and so it could retransmit the message
but then it will be assigned & new TID., It
is recommended that only one reply from a
particular.destination should be outstanding
at any time, 1In those systems where the
route is preset the communications level is
adeqguate to ensure that messages of the same
priority arrive in order.

User Level Interface.

The precise reguirements for a proto&ol at
the user level are likely to be application
dependent.,  We have, thercfore, provided two
primitives SEND and RLCEIVE which can bhe
used to implement a wide range of protoccls
for the exchange of messages between
processes. The precise behavicur of these
primitives is specified by parameters which
are set by the user level on call or provided
by default. Some of the parameters are set
by the message level on return.

The SEND parameter list consists of :

Destination - is the

process, which could t 3 m
is transliated by the message level into the
T5T address in the packet header.

4
Message - 1S

o]

pointer to the body of the

The user level

message.
Length - the message length in bvtes.
Priority - messayge priority.

BError Generation - a boolean which signifies
whother the user level should be notified
via an error message if the communicaticn
system is unable to deliver the message.

Reply request - a boolean signifying whether
the user level expects a reply. The message
level initiates the specified timecut.

Timeout - the time allowed for reply to a
message befcre the message level generates
an error. It is dependent on the round
trip delay. If a reply is received after a

_timeout expires it would still be passed to

the user level which can decide what to do
with it.

The SEND call on the message handler will
return the TID No. assigned to the message,
or an exror indication if it was unable to
accept the message (e.g. no buffer space).
The T1D is used to identify the reply.

The RECEIVE primitive does not have any call
parameters, the highest priority message
will be picked up. The return parameters
are as follows :

Sender - This is either the name of the
sending process or an indication that no
messages are waiting. It is not necessarily
the same as the Scurce address field in the
packet header.

Message - The pointer to the next message,
if any are present.

Identification - The TID and RID numbers of
the received message.

Length - the message length in bytes.

Reply expected - a hoolean signifying whether
the sender expects a reply i,e, has initiated
a timeout.

The decision on whe:her interrupts or polling
should be used to indicate the arrival of a
message is application dependent because the
control process might be time critical and so
should not be interrupted, see Goldsack (9).

In many applications it would be desirable
to provide a further layer of application
dependent software to simplify the interface
to the message level. It could also provide
additional functions such as waiting for a
message from a particular sender.
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Although a number of protocols have been



develeoped by industry and research establish-
ments (6,10,11) these place restrictions on
the configuration, or are not suitable for
networks of cooperating microprocessors for
other reasons. The advantages of the
protocol described here are as follows :

i} A positive acknowledgement is used at

the data link level, which is assumed to be
prone to burst nolse. Inder these conditions
use of an automatic retransmission is prefer-
able to the continuous overhead of an error
correcting code

ii) Faults detected by h
less freguently but ar
permanent, SO user pr
such a condition thro

ledgement in the form of

gher levels occur
ikely to be
es are ndviﬂnd of

iii) Elimination of automatic end-to-end
acknowledgements and the method of combining
ackqoxlpogamen* and the data packeits reduce
the overhead traffic. This improves the
network response time.

iv) The protocol is applicable to both store-
and-forward and broadcast networks, and so
can also be used in hybrid systems.

v) Use of a single~bit transit/response
seguence number considerably simplifies the
communication level software, Increasing
the range of these sequence numbers would
allow the detection of spurious packets, but
this would increase ithe software cost.

Although the actual communication system
remains transparent to the user, he still has
the vesnunSlHaﬁlt] for explicit end-to-end
acknowl ents and decomposing 1oqg
messages into packets. Overdll this protocol
allows efficient exchange of messages

betwaen microcomputers, for both broadcast
and store and forward networks. This could
lead to standardisation of the protocol and
the development of suitable LSI circuits
alleowing 'black box' design of communications
systens for a wide range of distributed
control applications
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BROADCAST STORE AND FORWARD

No routing hence The need for routing and

simpler software. end-to-end acknowledge-
ments adds to the soft-
ware complexity.

High~speed line Multiple communications
needed to provide can take place simulta-
capacity for all neously over point to
communications. point lines - low speed
Line interface is standard LSI interfaces
likely to form a can be used.

large proportion

of the cost of a

node.

Redundant communi- Alternative communication
cation paths are paths easily provided.
expensive.

Transmission path Transmission path is via
is via a medium store and forward nodes,
which is passive which may be less

or has simple reliable due to their
regenerators and additional complexity.
hence is compara-

tively reliable.

sually a single
half duplex line
to a node.

Generally multiple lines
to each node.

TABLE 1 Summary of Basic Network Properties

T # ET : Duplicate packet so discard, but
acknowledge with R = T received.

=]
It

E

.

New packet received so acknow-
ledge with R = T received, pass
up to message level, toggle ET.

1
R ¥ LT : Duplicate acknowledgement so
ignore.

~

w
I

LT : Successful acknowledgement so
release bufferx, ready to
transmit next packet.

Table 2 - 2ctions performed on receipt of an
information packet.




69

CoMMS. MESSAGE
SYNCH. DEST SQURCE
Pp_'.;ximw appp | FEVEL ey LEVEL LENGI'H HEADER CRC DRTA DATA CRC
: G CONTROL | “000 CONTROL
»8 8 8 8 |16 8 16 " Tvariable Te bits
1
. Figure la Packet Format
2 2 4 bits
PRIORITY TYPE FUNCTION
F
c ca IA = l — l - T R TID RID
C = Command packet PRIORITY - is used to order the queue of
outstanding packets, and it could be used
CA - Command acknowiedgenant by the communications level to pre-—empt
an existing transmission,
I - Information packet
TYPE - the message type.
IA - Informaticn acknowledgement
FUNCTION - additional bits whose interpretation
T - Transit number depends on the message type.
R Response numbey TID - the identification number of the message
being transmitted.
F - Command function
RID ~ the response number used to cancel
timecuts and identify replies.
Figure lb Ccmimunications Level Contrel Field Figure lc Message Level Control Field
prepare to send acknowledgement
—— WAIT FOR 2 -
== EE 5
EDLE ZINE E ncw packet from message level
cr £
-——W\ PACKET ARR.
idle (¥=1) idle (¥=0)
S .. - T W
TRANSMIT expected TRANSMIT WALIT FOR unexpected
EECHEHICE, = S ACY. ? T el S PACKET ACK
packet Iacknowlcdge ARRIVAL
{plus RACK)

WAIT FOR
ET FROM

DATA LINK

Queue ACK

L=l :

[
]
—
13
w
0
[t
3

pass packet

timeout \\\\Hﬁ__’,#/f{ T

V)

to mess. lav.

L 1 - Received packet from data link

A=1 = cket cuntains an acknowledgement

M =1 - Now packet from message level for transmission
Flgure 2 Simplified Communication Level Tramsiticn Diagram.
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