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Kings move

Welcome to

the 1989 AGT

World Computer Chess
Championship.



to Edmonton

AGT is proud to sponsor the World Computer Chess Championship, and
provide the world-class data transfer technology required to stage the event.
Each of the competing computers — located here and in various countries
around the world — is linked to the competition site by AGT networks. Watch
as artificial intelligences — from small PCs to huge supercomputers — match
wits for the title of World Champion!

Join us as we welcome the world’s most prominent electronic kings and queens

to Edmonton!
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Important Times

Competition Schedule (Takes place in the Convention Centre, Salons 11 & 12)

Round 1 Sunday, May 28th 1pm
Round 2 Sunday, May 28th 7pm
Round 3 Monday, May 29th 7 pm
Round 4 Tuesday, May 30th 7 pm
Round 5 Wednesday, May 31th 7 pm

Awards Presentation

Luncheon Thursday, June 1st 12 noon
Meetings

ICCA Triennial Meeting of the ICCA Tuesday, May 30th 4:30 pm

ICCA Board Meeting Wednesday, May 31th 11 am

Workshop: New Directions in Game-Tree Searching

Session 1 Monday, May 29th 1:30 pm
Session 2 Tuesday, May 30th 1:30 pm

Invited Guest Presentations

Donald Michie Wednesday, May 31 1:30 pm
John McCarthy Wednesday, May 31 2:15 pm

With Conference grant support from the Natural Sciences and Engineering Research
Council of Canada

With secretarial assistance from Sandra Fliegel and Karen Kwiatkowski pro-
vided by the University of Alberta

Hosted by the Edmonton branch of the Canadian Information Processing Society (CIPS)
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GAME COMMENTATORS

We are pleased to have the following people offering their expert commentary:

David Levy
David Slate
Kevin Spraggett

Mike Valvo

President of the International Computer Chess Association and an International
Chess Master.

Co-author of Chess 4.6, winner of the 2nd World Computer Chess Championship,
Toronto, 1977.

Canadian Champion and an International Chess Grandmaster. In 1988, he made
the final 8 in the hunt for the Human World Chess Championship.

International Chess Master, tournament director for the 4th and 5th World Com-
puter Chess Championships.

HONOURED GUESTS

Each World Championship, two people who have distinguished themselves for their pioneering work in
computer chess are honoured. This year, we are pleased to acknowledge the contributions of:

John McCarthy

Donald Michie

A pioneer in artificial intelligence research. He was involved in the first interna-
tional computer chess match USA vs USSR in 1966.

Chief Scientist for the Turing Institute, noted expert in Al technique applications
and proponent of computer chess research for more than two decades.

INVITED GUESTS

A number of well-known names in the computer/chess world are part of this year’s championship. They

include:

Georgii Adelson-Velsky
Vladimir Arlazarov

Mikhail Donskoy Authors of the program Kaissa, winner of the 1st World Computer Chess Cham-

Hans Berliner
Monty Newborn
Claude Shannon

Ken Thompson

pionship, Stockholm, 1974,

Well known for his innovative work in computer chess, he is also a fromer World
Correspondance Chess Champion.

He has organized computer chess events since 1970 and has been a frequent com-
petitor with his Ostrich program.

Well-known for his work in information theory, he also wrote a pioneering paper
on computer chess in 1948.

Inventor of the UNIX operating system and co-builder of the chess machine Belle,
winner of the 3rd World Computer Chess Championship, Linz, 1980.
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A SHORT HISTORY OF COMPUTER CHESS?t
T.A. Marsland

Computing Science Department
University of Alberta
EDMONTON
Canada T6G 2H1

Review

Of the early chess-playing machines the best known was exhibited by Baron von Kempelen of
Vienna in 1769. As might be expected, these were conjurer’s tricks and grand hoaxes [1, 2]. In contrast,
about 1890 a Spanish engineer, Torres y Quevedo, designed a true mechanical player for king-and-rook
against king endgames. A later version of that machine was displayed at the Paris Exhibition of 1914 and
now resides in a museum at Madrid’s Polytechnic University [2]. Despite the success of this electro-
mechanical device, further advances on chess automata did not come until the 1940’s. During that decade
there was a sudden spurt of activity as several leading engineers and mathematicians, intrigued by the
power of computers and fascinated by chess, began to express their ideas on computer chess. Some, like
Tihamer Nemes of Budapest [3] and Konrad Zuse [4], tried a hardware approach but their computer chess
works did not find wide acceptance. Others, like noted computer scientist Alan Turing, found success
with a more philosophical tone, stressing the importance of the stored program concept [5]. Today, best
recognized are the 1965 translation of Adriaan de Groot’s 1946 doctoral dissertation [6] and the much
referenced paper on algorithms for playing chess by Claude Shannon [7]. Shannon’s inspirational work
was read and reread by computer chess enthusiasts, and provided a basis for most early chess programs.
Despite the passage of time, that paper is still worthy of study.

Landmarks in Chess Program Development

The first computer model in the 1950’s was a hand simulation [S]; programs for subsets of chess fol-
lowed [8] and the first full working program was reported in 1958 [9]. By the mid 1960’s there was an
international computer-computer match [10] between a program backed by John McCarthy of Stanford
(developed by a group of students from MIT) and one from the Institute for Theoretical and Experimental
Physics (ITEP) in Moscow [11]. The ITEP group’s program (under the guidance of Georg Adelson-
Velskii) won the match, and the scientists involved went on to develop Kaissa*, which became the first
world computer chess champion in 1974 [12]. Meanwhile there emerged from MIT another program, Mac
Hack Six [14], which boosted interest in Artificial Intelligence. First, Mac Hack was demonstrably supe-
rior not only to all previous chess programs, but also to most casual chess players. Secondly, it contained
more sophisticated move ordering and position evaluation methods. Finally, the program incorporated a
memory table to keep track of the values of chess positions that were seen more than once. In the late
1960’s, spurred by the early promise of Mac Hack, several people began developing chess programs and
writing proposals. Most substantial of the proposals was the twenty-nine point plan by Jack Good [15].
By and large experimenters did not make effective use of these works, at least nobody claimed a program
based on those designs, partly because it was not clear how some of the ideas could be addressed and
partly because some points were too naive. Even so, by 1970 there was enough progress that Monroe
Newborn was able to convert a suggestion for a public demonstration of chess playing computers into a

1 This article is a condensed and revised extract from the chapter "Computer Chess Methods", Encyclopedia of
Artificial Intelligence, S. Shapiro (editor), Wiley 1987.

* The names of programs mentioned here will be written in italics. Descriptions of these programs can be found in
various books [12, 13].
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competition that attracted eight participants [16]. Due mainly to Newborn’s careful planning and organi-
zation this event continues today under the title "The ACM North American Computer Chess Champion-
ship," and is sponsored by the Association for Computing Machinery (ACM).

In a similar vein, under the auspices of the Intenational Computer Chess Association, a worldwide
computer chess competition has evolved. Initial sponsors were the International Federation for Informa-
tion Processing (IFIP) triennial conference in Stockholm (1974) and Toronto (1977), and later indepen-
dent backers such as the Linz (Austria) Chamber of Commerce (1980), ACM New York (1983), the city
of Cologne (1986), West Germany, and for 1989 AGT/CIPS, Edmonton. In the first world championship
for computers Kaissa won all its games, including a defeat of Chaos after it had won against the favourite.
An exhibition match against the the second place finisher the 1973 North American Champion, Chess 4.0,
was drawn [10]. Kaissa was at its peak, backed by a team of outstanding experts on tree searching
methods. In the second Championship (Toronto, 1977), Chess 4.6 finished first with Duchess and Kaissa
tied for second place. Meanwhile both Chess 4.6 and Kaissa had acquired faster computers, a Cyber 176
and an IBM 370/165 respectively. The traditional exhibition match was won by Chess 4.6, indicating that
in the interim it had undergone far more development and testing [17]. The 3rd World Championship
(Linz, 1980) finished in a tie between Belle and Chaos. In the playoff Belle won convincingly, providing
perhaps the best evidence yet that a deeper search more than compensates for an apparent lack of
knowledge. In the past, this counter-intuitive idea had not found ready acceptance in the Artificial Intelli-
gence community.

At the 4th world championship (New York 1983) yet another new winner emerged, Cray Blitz [18].
More than any other, that program drew on the power of a fast computer, here a Cray X-MP. Originally
Blitz was a selective search program, in the sense that it could discard some moves from every position,
based on a local evaluation. Often the time saved was not worth the attendant risks. The availability of a
faster computer made it possible to use a purely algorithmic approach and yet retain much of the expen-
sive chess knowledge. Although a mainframe won that event, small machines made their mark and seem
to have a great future [19]. For instance, Bebe with special purpose hardware finished second, and even
experimental versions of commercial products did well. The most recent 1986 event was also exciting.
There Hitech seemed to dominate, but faltered in a better position against Cray Blitz allowing a four-way
tie for first place. As a consequence an unknown micro-processor system, Rebel, nearly took it all, but in
the end failed to clinch its final round game.

For the "past two decades Canadian participation has been active and successful. Two programs,
Ostrich and Wita, were at the inauguration of computer chess tournaments (New York 1970), and their
authors went on to produce and instigate fundamental research in practical aspects of game-tree search
[20-27]. Before its retirement, Ostrich (McGill) participated in more championships than any other pro-
gram. Its contemporary, renamed Awit (Alberta), had a chequered career as a Shannon type-B (selective
search) program; finally achieving its best result with a second place tic (New York 1983). Other success-
ful programs were Ribbit (Waterloo), which tied for second in Stockholm (1974), L’ Excentrique (McGill)
and Brute Force (Manitoba). Currently the strongest Canadian program is Sun Phoenix (Alberta), a mul-
tiprocessor based system using work stations. In Cologne (1986) Sun Phoenix tied for first place with
three others and hopes to do even better in its home town.

Implications

All this leads to the common question: When will a computer be the unassailed expert on chess?
This issue was discussed at length during a panel discussion at the ACM 1984 National Conference in
San Francisco. It is too early to give a definitive answer, even the experts cannot agree; their responses
covered the whole range of possible answers from "in five years" (Newbom), "about the end of the cen-
tury" (Scherzer and Hyatt), "eventually. - it is inevitable" (Thompson) and "never, or not until the limits
on human skill are known" (Marsland). Even so there was a sense that production of an artificial Grand
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Master was possible, and that a realistic challenge would occur during the first quarter of the 21st century.
As added motivation, Edward Fredkin (MIT professor and well-known inventor) has created a special
incentive prize for computer chess. The trustee for the Fredkin Prize is Carnegie-Mellon University and
the fund is administered by Hans Berliner. Much like the Kremer prize for man-powered flight, awards
are offered in three categories. The smallest prize of $5000 was presented to Ken Thompson and Joe
Condon, when their Belle program earned a US Master rating in 1983. The second prize of $10,000 for
the first program to achieve the equivalent of a Grand Master norm is to be awarded to Deep Thought later
this summer, but the $100,000 for attaining world champion status remains unclaimed. To sustain interest
in this activity, each year a $1500 prize match is played between the currently best computer and a com-
parably rated human.

One might well ask whether such a problem is worth all this effort, but when one considers some of
the emerging uses of computers in important decision-making processes the answer must be positive. If
computers cannot even solve a decision making problem in an area of perfect knowledge (like chess), then
how can we be sure that computers make better decisions than humans in other complex domains -- espe-
cially in domains where the rules are ill-defined, or those exhibiting high levels of uncertainty? Unlike
some problems, for chess there are well established standards against which to measure performance, not
only through the Elo rating scale but also using standard tests [28] and relative performance measures
[29]. The ACM sponsored competitions have provided nearly twenty years of continuing experimental
data about the effective speed of computers and their operating system support. They have also afforded a
public testing ground for new algorithms and data structures for speeding the traversal of search trees.
These tests have provided growing proof of the increased understanding about chess by computers, and
the encoding of a wealth of expert knowledge. Another potentially valuable aspect of computer chess is
its usefulness in demonstrating the power of man-machine cooperation. One would hope, for instance,
that a computer could be a useful adjunct to the decision-making process, providing perhaps a steadying
influence, and protecting against errors introduced by impulsive short-cuts of the kind people might try in
a careless or angry moment. In this and other respects it is easy to understand Donald Michie’s view that
computer chess is the "Drosophila melanogaster [fruit fly] of machine intelligence" [30].
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Program Descriptions

These descriptions are abstracted from summaries provided by the program authors.

AL Chess

Al Chess uses a fairly complicated algo-
rithm combining full-width search, selective
search, and a "layered" quiescence search which
behaves differently at differing levels in the search
tree. The program performs an iterative full-width
search using a modified form of the Principal-
Variation-Search (PVS) algorithm. On top of
this, it does a combined selective/quiescence
analysis. A. I. Chess has the unusual feature of
sometimes re-searching a "quiescence node" with
a full-width investigation.

The quiescence search incorporates a
detailed "threat analysis” and therefore, the pro-
gram spots many combinations long before a con-
trasting "brute force" approach would find them.
The gain (from needing less full-width plys)
seems to exceed the loss in speed by a significant
amount,

Position evaluation starts by considering if
the side to move is threatened with pawn promo-
tion, check, or double attack, or has trapped,
pinned, or skewered pieces. Penalties similar to
swap-off scores are imposed if the position is too
deep to merit a re-search. Scores are then added
for other tactical patterns, pressure on pieces and
pawns, development, King safety, passed pawns,
pawn structure, outposts, and mobility.

Some types of endgame positions are
scored differently, by pattern recognition process-
ing. The program is alert to simplifications, and
to tactics involving passed pawns.

BeBe

In early 1980 SYS-10 tried new hardware
techniques needed for their mini/mainframe pro-
cessor in co-processors for BeBe’s CPU. Each
co-processor takes over a specific function from
the main CPU.

The first co-processor does the complete
task of move list generation. The actual unit is
divided into two processors which function in
parallel: one that finds pieces and one that calcu-
lates and stores moves. This parallelism provides
results more than 25 times faster than software.

A second co-processor performs the posi-
tion scoring function. The scorer "looks at" the
output of the move generator and uses the moves
to calculate values for piece position mobility and
co-operation. The scorer functions in parallel
with the move generator.

BeBe operates at four distinct levels:

* Software does I/O, timekeeping, book
lookup, search depth control, and overall system
control.

* Special CPU instructions do move list
sorting, internal board update for making and
unmaking moves, the alpha-beta minimax control,
keeping track of "killer moves", building bit maps
of piece locations, and some board scoring func-
tions.

* The co-processors perform move list
generation, and some of the board scoring func-
tions.

* The self-activated parallel processor

determines if either king is in check and deter-
mines the attack-defender count for any square.
Because it self-starts, the answers for both kings
are ready before the software can ask the ques-
tion.

BP

BP spends 95% of its time in board evalua-
tion and the rest on move generation and search.
Because of this, it must do a selective search. In
fact, BP docs move pruning at every level of the
search tree.

Centaur

Centaur is a new chess-playing program
with the heuristic search to consider the decisive
serics of moves. The algorithm is based on the
probablic logic and uses the fuzzy value of posi-
tions. The depth of search is not limited. The
whole information about all the series of moves is
kept in RAM and is used to determine the
decisive series of moves. Centaur features a low
number of position analyzed. This is compen-
sated with thoroughness of the position evalua-
tion.



Cray Blitz

Cray Blitz owes its success to several
features:

(1) It runs on the most powerful Cray com-
puter system available, currently the Cray YMP
with eight processors, 128 million words of
memory, and a total speed of 1,333 mips.

(2) The program subscribes to the maxim
that "pawns are the soul of chess" and has com-
plex pawn evaluation procedures to guide the pro-
gram. It understands passed pawns, pawn struc-
ture, passed pawn races, rook pawn endings and
many other concepts that allow it to play many
pawn endings perfectly without deep searches
(although it can search incredibly deep anyway).

(3) The program currently searches about
nine plies deep in the middle-game.

(4) The program has a sophisticated quies-
cence search, far beyond the usual "examine all
captures." It pushes passed pawns, tries pawn
levers, follows checks and captures near the king,
and tries other moves that seem to affect the sta-
bility of the position, and it follows these moves
to extreme depths.

(5) It uses a sophisticated parallel process-
ing algorithm to take advantage of as many pro-
cessors as are available (currently eight, but this
will increase in the future). Current work is being
done to allow Cray Blitz to search in parallel on
machines with multiple processors and to spread
the work over many Crays connected by some
type of LAN, speeding up the search even further.

Dappet

Dappet uses the NegaScout algorithm
enhanced with refutation tables, killer heuristic,
history heuristic and transposition tables (700,000
entries) to search the game tree. The strategy
used is basically brute force, with selective
deepening of forced lines of play. The openings
book consists of some 15,000 positions.

Deep Thought

Deep Thought uses two custom processors
to achieve a speed of 720000 positions/sec. Each
custom processor includes a VLSI chip that gen-
erates and executes legal chess moves at over
500000 moves/sec. The custom processor evalu-
ates each position reached by adding up values
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stored in tables for material balance, piece place-
ment and pawn & rook structure (viewed through
8 sliding windows 3 files wide), all in about 2
microseconds. The main program runs on a SUN
workstation computer, and makes its move deci-
sion by exhaustively examining all possible move
combinations upto a certain length, typically 10
plies (or half moves) in 3 minutes. The main pro-
gram uses the custom processors to evaluate the
last 3 plies. Because each additional ply involves
examining about 6 times as many positions as
before, this allows the main program to run at
close to the speed of the custom processors, while
retaining the flexibility of a general purpose com-
puter for the remaining plies of the move combi-
nations examined. This flexibility is used to
examine forcing lines more deeply using a new
technique called Singular Extension to identify
forcing lines. During a typical 3 minute search,
the deepest lines are 15 plies deep, and in some
tactically complicated positions lines as deep as
40 plies have been observed. The main program
is also responsible for updating the tables used by
the custom processors for evaluating positions.
The values in the tables are based on a number of
positional features deemed important by human
chess experts. Each feature is weighted by a poly-
nomial of the material on the board, in order to
smoothly transition between opening and
endgame positions which may require different
importance to be attached to each positional
feature. The parameters of the polynomials are
tuned automatically to a collection of about 900
games between human GMs and IMs, so as to
make the program (handicapped to 5 plies of
search) agree as often as possible with the actual
move made by the human player.

Fidelity/Motorola Challenger X*

The Fidelity/Motorola Challenger relies for
its strength on a combination of state-of-the-art,
microcomputer hardware and a chess algorithm
that has undergone continuous full-time develop-
ment for over ten years.

The central feature of the hardware is a
Motorola 68030 processor, hand-selected by
Motorola engineers to run at the fastest possible
clock speed. The exact speed will not be known

* An X after a program name means that it is an ex-
perimental version of a commercial chess program.



until just prior to tournament time. The system is
completed by 32K of program ROM, 64K of
opening book ROM, 16K of program RAM, one
megabyte of dynamic RAM for transposition
tables, and a special 16K of non-volatile RAM
that supports the learning feature.

The learning feature is just one facet of a
multi-faceted chess algorithm. The program is
basically brute force in origin with evolution to
incorporate extensive positional analysis and
selective extensions during the quiescence search.,
The positional analysis incorporates extensive
heuristics for king safety and pawn structure,
Numerous end-game specific routines are incor-
porated, including mate with bishop and knight,
complete evaluation of king and pawn vs. king,
probably outcome of a pawn race, square of the
pawn, bishop and rook pawn of the opposite
color, the Philidor and Lucena positions and oth-
ers. Dynamic recognition of minimum mating
material, fifty move rule, and repetition of posi-
tion assist in forestalling heartbreaking draws in
otherwise won positions. The search algorithm
uses a depth first, alpha-beta search with the zero
width window technique (PVS). The search
proceeds iteratively with a quiescence search
incorporating captures and certain threats
appended beyond the nominal depth. The pro-
gram will not perform an evaluation on a position
where either king is in check. The check must
first be resolved by showing the existence of an
escape move or mate. Iterations are finally halted
under the direction of a time control algorithm
which is dynamically incorporated for up to 40
moves in the root position. Two killer moves are
stored at every ply. The program performs a prel-
iminary sort on the ply above the quiescence
search. The search is supported by extensive tran-
sposition tables incorporating random numbers
selected using BCH theory.

Hitech

The key idea of Hitech is combining a fast
search with pattern recognition capabilities.
Hitech was the world’s highest-rated program
from 1985, the year it won the ACM North Amer-
ican Computer Chess Championship in Denver,
through mid- 1988, when it became the first pro-
gram to reach the Senior Master level (surpassing
a rating of 2400). In addition, Hitech has won the
Pennsylvania State Championship the last two
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years running.

Lachex

Lachex is specifically designed for the
architecture of the Cray XMP and YMP series of
machines. The highly repetitive parts of the pro-
gram are written in assembly language, the rest in
Fortran. Low level parallelism is achieved by
extensive use of vector functional units and pipe-
lining. High level parallelism is obtained by
means of multiple independent processors split-
ting up the search using a self-scheduling algo-
rithm and communicating with each other through
a large common memory.

The search is basically alpha-beta with
iterative deepening. In the initial depth one search
each root move is actually scored and the list of
moves ordered accordingly. Best moves at subse-
quent iterations are moved to the top of the list.
Scouting is used at ply one only - the first move in
the list is scored and the remaining moves are
tested with a minimal window. Forward pruning
is done with a positional estimator at nodes below
the horizon and with the null move algorithm
above. Moves out of check above the horizon
extend the search depth for that path by one, but
by two if the check is discovered or double.
Selective searches below the horizon include cap-
tures, promotions, castling, and some checking
moves.

Lachex spends 1/3 of its time generating
moves, 1/3 doing bookkeeping, and 1/3 evaluat-
ing leaf nodes. The evaluation function is sym-
metric wherever possible. Mobility, pawn struc-
ture, king safety, piece placement and other
features make up the evaluation function. Some
strategy is incorporated at the root by shifting the
minimal window to bias certain types of moves.
There is a transposition table which can be as big
as 32 million positions, on a 64 million word
machine.

Mepkisto X

Mephisto is a further development of the
Mephisto Almeria program which won the World
Micro Computer Chess Championship held in
Almeria, Spain during September 1988.

The Almeria program is completely new
and was started in December 1987. It is a selec-
tive program with a selection mechanism that
prunes bad moves from the search tree and



extends the depth of the search for interesting
lines. The program contains a large amount of
chess knowledge and uses hash tables which are
of especially great benefit in the end game.

For Edmonton, extra chess knowledge has
been added and the tactical strength has been
improved with adjustments to the search exten-
sion algorithms,

Merlin

The primary goal was to combine the
development of new methods with their actual use
(together with conventional methods) in a com-
petition chess program. While most of the better
programs in this domain use very little domain
knowledge, we tried to achieve improvements by
incorporating strategic and positional (rather
static) knowledge and by providing means for
handling uncertainty using meta-knowledge.

However, the use of such knowledge did
not only result in a better treatment and "under-
standing" of long-range aspects but also in slow-
ing down the program with the implication of
reducing its search. Unfortunately, the tactical
abilities depend seriously on the depth of the
search, and tactics are important in this highly
dynamic domain. Therefore, we investigated
methods for improving the tactical abilities
including dynamic knowledge explicitly, for
searching to variable depth were investigated.

The results have shown an interesting sub-
stitution of knowledge for search. lts perfor-
mance on interesting positions is impressive. The
knowledge selected (a priori) by humans showed
its best in such positions, while in the general
sitnation almost all knowledge is likely to be
incomplete. This instance of "generality vs.
power” is of special interest also for other
domains, emphasizing the power of searches to
discover detailed and dynamic issues.

Moby

This project is developing a multi-processor
chess program to run on a large (200 to 400 pro-
cessor) Meiko Computing Surface installed at the
University of Edinburgh as part of the Edinburgh
Concurrent Supercomputer Project (ECSP).

Meiko’s Computing Surface range of paral-
lel computers are based on INMOS T800 tran-
sputer chips. Each transputer contains a 10 MIPS
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CPU, four 20 MB/s inter-processor communica-
tions links, plus 4 KB of on-chip RAM and up to
16 MB external RAM. (The ECSP machine’s pro-
cessors currently have 4 MB RAM each.) The
Computing Surface’s processors are connected to
one another through switching chips, which
allows the machine to be electronically
reconfigured to suit the needs of individual pro-
grams.

The Moby chess program is a descendant of
Cyrus 68K, whose development was begun by
Mark Taylor and David Levy in 1985. Moby uses
conventional search techniques, but distributes the
search across the available processors in a homo-
geneous fashion, i.e. all processors are carrying
out the same type of operations, rather than some
processors doing deep "scout” searches while oth-
ers do more complete searches guided by the
information returned by the scouts. Load balanc-
ing is achieved by processor overloading - each
processor supports several search processes,
time-slicing between them. In addition, each pro-
cessor supports a hash table manager responsible
for part of the global transposition table. One dis-
tinguished processor acts as a system master,
interacting with the user and handling file i/o
when the opening books are consulted.

Much

Much consists of several programs. The
user-interface program accepts a move from the
operator and subsequently generates evaluation
tables for the search program. The user-interface
program also handles time control, the opening
library, and the endgame library. The search pro-
gram receives the board position and evaluation
tables from the user-interface program. The
evaluation tables are tuned with the opening
played. Before each move they are incrementally
updated according to the board position (strategi-
cal evaluation of squares), but also bonus points
are provided (to mention a few) to undeveloped
pieces (opening), the pair of Bishops in open
positions (midgame/endgame), the color of the
Pawns and the Bishop on the board (endgame).
Moreover, several plans are encouraged. The
configuration belonging to the execution of a plan
is supplied with bonus points such that every
piece and pawn involved tries to reach the plan-
ideal square. The plan as a whole, once started to
be carried out, increases the bonus points for



every piece/pawn to be played at each move.
Much then searches until it is interrupted by the
user-interface program. The search program,
based on the alpha-beta algorithm and its
refinements, uses PVS-search, killers and transpo-
sition tables. Move generation is done incremen-
tally. Much uses specialized sub-programs to
handle the KBBK, KBNK, KBPK and KNPK
endgames. These programs use a goal-directed
search.

Novag X

The Novag Super Expert program entered
in the tournament is the new commercially avail-
able Super Expert "B’ program running at 9 mhz
on a 6502. The program includes a user select-
able selective search which has been shown to be
effective against other computer programs
although the gain against human opponents does
not appear to be as great.

Recent work with selective searching has
demonstrated a clear gain against other computer
programs and some gains against human
opponent’s.

Earlier work involving one ply extensions
to try and resolve tactically unclear positions has
been retained and modified slightly. These exten-
sions have proven very cost effective.

Pandix

The program runs on an IBM PC or any
compatible. The main basic principle of the
development is to use selective algorithms when-
ever it is possible. The algorithms implementing
the selectivity are based, almost without excep-
tion, on origonal ideas. The development, so far,
shows there is an unambiguous parallel between
the progress of the program (the increase of its
playing strength) and the degree of the selectivity
implemented in it. It means that the increasing
chess intelligence of the evaluation function can
help the selective thinking algorithm to an greater
degree. The upper limit of the development of
this model is not visible yet.

Quest X

Quest is a classical brute-force Shannon-A
program, using a full width search strategy with
alpha-beta pruning and quiescence search. The
evaluator function is dominated by piece activity.
Positional heuristics include pins, X-ray attacks,
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king safety and pawn structure. A static exchange
evaluator is used to filter the capture moves in the
quiescence search. Quest does not use a planner
or preprocessor stage to direct positional evalua-
tion. Instead it relies on true endpoint evaluation
to maximize the reliability of its positional judge-
ment in turbulent lines.

Rebel X

The Mephisto Rebel has to be defined in
between a Shannon A and a Shannon B type of
chess program.

To all brute force calculations a fixed ply
depth quiescence search is added. Capturing
moves and checks are extended more deeply. The
evaluation function integrated much chess-
knowledge, so the program also finds good posi-
tional moves.

Rex

The Basic Structure of Rex is not unusual
for it contains most of the elements of the well
known ’generic’ brute force chess programs. It
employs the standard alpha/beta iterative search
algorithm with certain tactical moves being
extended on, such as checks and pawn moves to
the 7th rank,

The previous version of Rex focused on
positional knowledge by employing a sophisti-
cated pre-processor which was driven by a pro-
grammable rulebase. The rulebase language was
relatively simple for a human "Expert’ to learn
and made it easy to modify Rex’s evaluation
function. Although Rex seemed to outplay most
of its computer opponents positionally, it often
lost games tactically due to it’s inferior search
speed.

Therefore it was decided to focus most of
our attention on its tactical play. After much
experimentation with various ideas including
singular extensions and an assortment of move
extensions, it was decided to use an 'extended
quiescence search’. At the end of the main
search, a few plies (3 or 4) of ’itermediate quies-
cence’ are done. The moves included are decided
upon by a brief ’static’ analysis which determines
if the candidate move is likely to affect the results
of the search. After this stage is completed we do
a restricted form of the standard capture search
employed by most brute force programs is done.



Shess

It has a few features that are not found in
most other chess programs. The first is that its
evaluation contains the full databases for three
piece endgames (KQK, KRK and KPK), allowing
an exact evaluation for any line ending in such an
endgame. The other one is its activity when the
opponent is to move. Most programs prepare a
reply to some expected move; Shess, on the other
hand, always analyzes the current position and by
updating its transposition table it effectively
prepares a reply to any move of its opponent.

Sun Phoenix

Phoenix uses state-of-the-art search tech-
niques including singular extensions, minimal
window searching, transposition tables, and the
history heuristic. The program has lots of chess
knowledge, including an extensive long range
planner.

Phoenix is capable of running in parallel on
a network of machines. In tournament mode,
Phoenix is actually two programs: ParaPhoenix
and ParaMinix. ParaPhoenix uses 10 Sun 4s to
build trees looking for the best positional move.
ParaMinix uses 10 Sun 4s to build trees looking
for the best tactical moves. Because of its spe-
cialized task, ParaMinix is capable of searching
1-2 ply deeper than ParaPhoenix. ParaMinix has
the ability to veto ParaPhoenix’s move choice, if
a tactically superior move is found. The parallel-
ism is achieved using the Dynamic Principal
Variation Splitting Algorithm.

Waycool

Waycool is an experiment in parallel com-
puting. The authors have taken the standard tech-
niques of computer chess and modified them for
distributed-memory computers with hundreds of
processors. This has yielded insight into many
issues surrounding algorithms, programming,
debugging, and performance analysis for parallel
computers.

Waycool runs on an NCUBE/1Q system
with 512 processors, and a total of 256 megabytes
of memory. This configuration runs about 170
times faster than a single processor with 512k
memory. In the future, Waycool will run on a
variety of parallel computers, including the Meiko
Computing Surface.
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Y!89

Y!89 uses a full, partly extended, width
iterative principal variation search with capture
and promotion searches in terminal nodes. The
program is designed to be used in a cheap com-
mercial environment, thus the work memory is
still just 4 kbytes of RAM, and the good old 6502
eight bit processor is used in tournaments emu-
lated by the also commercially available Turbo
kit. The search is fast for a micro, and includes
detection of repeated positions (actual as well as
potential), and performs extensions for check eva-
sions, passed pawn moves and some king moves
in pawn endgames.

Most of the material and positional evalua-
tion is made incrementally by the means of
"material value tables" and "positional score
boards" for each piece type, created once for each
position of the game with the computer to move.
Some "absolute" evaluation is also done, e.g. for
static evaluation of "unstopable passed pawns"
and pawn structure.

The timing algorithm was recently changed
to spend on the next few moves any time saved
when using the opening library (or thinking on the
opponent’s time, etc.). This has several times
helped to find critical moves in the early
midgame.

Zarkov

Zarkov employs a full-width alpha-beta
search with the standard techniques such as itera-
tive deepening and a two pawn "window". The
full-width search is extended an extra ply for
check evasion moves, responses to pawn moves
to the seventh rank, certain re-captures, and at
horizon nodes when the side to move must defend
threatened pieces. A quiescence search contain-
ing captures, pawn promotions and certain check-
ing moves is conducted for up to 11 ply beyond
the full-width portion of the search. The author is
not a good chess player, but has attempted to
instill Zarkov with a decent positional understand-
ing by including about 50 simple but well-refined
positional heuristics in the evaluator. The pro-
gram can play well when it manages to achieve a
good, open position, but it lacks the "human" abil-
ity to plan well and often gets into trouble in the
opening against strong players.
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THE 6TH WORLD COMPUTER CHESS CHAMPIONSHIP
1989 TOURNAMENT RULES

Each entry is a computing system with one or more human operators. An operator cannot simul-
taneously be responsible for two entries. A listing of all chess-related programs running on the sys-
tem must be available on demand to the TD (Tournament Director).

Participants must attend the organisational meeting at 12 noon on Sunday 28 May 1989, to complete
the official registration and to agree on a finalization of the tournament rules. The TD has the right
to choose an altemnative to replace an entrant who fails to appear.

The competition is a five round Swiss-style tournament. The first and second rounds are scheduled
for 1 pm and 7 pm respectively on Sunday 28 May 1989. The remaining rounds will be on succeed-
ing evenings at 7 pm. The organizers are permitted to make minor changes to the starting times to
suit local conditions.

Trophies and cash prizes will be awarded to the first three finishers. The order of the finish will be
determined by the number of points earned. Ties will be resolved by using the sum of the
opponents’ points in the last 4 rounds. Beyond that an agreed standard tie-breaking rule will be
used.

The Shannon Perpetual trophy will be awarded to the champion. Should the 5-round tournament
not yield a clear winner, a sudden death play-off for the title will take place as soon as practical after
the final round. This might be on Thursday 1 June, or as part of another event.

Unless otherwise specified, rules of play are identical to those for "human" tournaments. If a point is
in question the TD makes the final decision, possibly after consulting an ICCA appointed commit-
tee.

Games are played at a speed of 40 moves per player in the first two hours of play, and 20 moves per
player per hour thereafter.

Each game is to be played on the official chess board provided by the organizers. The official clocks
will be the ones designated by the organizers.

All offers for a draw must first be cleared with the TD. A computer generated draw offer can be
communicated to the opposing program, which can then accept or reject it. The operator is purely
passive and cannot initiate a draw offer, and cannot participate in the acceptance/rejection decision.

The TD has the right to adjudicate a game after five hours of total clock time. The adjudication will
be based on perfect play by both sides. The TD will make every effort to avoid adjudication by
requiring the programs to continue play until the situation on the board is clear. Before the start of
each round the operator must declare to the tournament director and the opponent any computer
availability constraints which may interfere with play beyond the minimum requirement.

Whenever it is detected that an operator has incorrectly entered a move, or played the wrong move
on the official board, the TD must be notified immediately. The TD will back up the clocks to the
point at which the last correct move was made, provided the clock times have been recorded. If the
offending operator has not recorded the time, that team’s clock will not be adjusted. The clock of the
innocent side will be backed up by an amount equal to the average time taken per non-book move in
the game so far.

The operating console must be at the tournament site and must communicate directly with the
remote system. Thus a human intermediary at a remote location is not permitted.

Each team that uses a terminal must position the display on the game table in such a way that the
opponent has a good view of it. An operator can only (1) type in moves and (2) respond to requests
from the computer for clock information. If the operator must enter extra information, this must be
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approved ahead of time by the TD. Entry of extra commands to display the board or the moves
made so far is discouraged. The TD must be consulted before any special measures are taken to clear
the communication line of noise or to interrogate the computer/communication to determine if they
are still operational.

A team may ask that the TD stop the clock at most twice during the course of a game. The clock
must be restarted each time after at most 15 minutes. If a team using a remote computer can estab-
lish that the problems are in the communication network and not in its own computing system, the
TD can permit additional time-outs,

If a failure occurs during the course of a game (a program crash or communication failure leading to
an equivalent situation) only the position, move number and clock time may be communicated to
the computer. The program should be capable of automatically preserving and restoring from a
"restart file" the current setting of the parameters. Other restart mechanisms such as re-accepting all

the moves made since the start of the game (and hence re-computing the parameter settings) are per-
mitted.

A team must receive approval of the TD to change from one computing system to another.

At the end of every game, each team must provide the TD with a copy of the offical score sheet (or
computer generated equivalent), properly signed by both teams.




L

The Fifth World Computer Chess Championship* Cologne, 1986

Helmut Horacek

Research Unit for Information Science and Artificial Intelligence
University of Hamburg

This was clearly the most exciting finish of a World Computer-Chess Championship I have ever
seen. In the last round four programs still had chances to become champion and three of them actually
were tipped for champion in the last hours. In the end, four programs tied for first place and Cray Blitz
maintained its title due to the Buchholz system. It was the agreed opinion of the audience that it was Hitech
which had played the best chess in this tournament. The best microcomputer program and also the best
European program was Rebel, the greatest surprise in Cologne. At a certain moment in the last round it
even seemed the World Champion to be.

Several companies have sponsored this tournament. Compaq computer provided the terminals and
Deutsche Mailbox GmbH took care of the communication facilities. Further sponsors were Hegener &
Glaser and Deutsche Messe AG. The organizing committee was formed by Frederic Friedel, David Levy,
Tony Marsland, Monty Newborn and Dieter Steinwender. Horst Lynsche took care of the computer-
communication links. The games took place at the Cologne Messe, as part of the annual computer exhibi-
tion. Mike Valvo was the Tournament Director as he had been for the last five years at ACM tournaments.
He also commented the games for the audience with the support of the Grandmasters Vlastimil Hort and dr.
Helmut Pfleger. Participants in this tournament came from Canada, Germany, Great Britain, Hungary, the
Netherlands, Sweden and the United States. Unfortunately the program from Hungary could not be
installed completely on the machine available and it only played a few moves. A complete record of the
games can be found somewhere else in this Journal,

The overall strength of the programs differed very much, which was proved by the absence of draws
in the first two rounds. I feel that the average strength was below that of the last championship in New
York and especially below that of the last ACM tournaments. This was mainly due to the fact that some of
the top programs were missing: the former World Champions Belle (1980) and Nuchess (as a successor of
the World Champion Chess 4.7 from 1977) and the vice world champion of 1980, Chaos. That the games
were scheduled during the working hours caused the absence of some European programs that rely on
mainframes (Chess 0.5X and Merlin were certainly among them). Others were not able to exploit their
machines fully as they were not the only users.

CHESS QUALITY

The most convincing play was shown by Hitech, although some weak moves in the last round versus
Cray Blitz caused its decisive defeat. The fast special- purpose hardware, coupled with the admittedly sim-
ple but extremely relevant knowledge has led to a very strong program. Especially the mating sequence
against Schach 2.7 was a real nugget, that even Grandmaster Hort did not believe when Hitech had
announced it. The positional play of Cray Blitz clearly was the weakness of this tactically very strong pro-
gram. It also was rather fortunate that the game versus Schach 2.7 had to be adjudicated according to the
rules of the tournament. Although the final position was actually won, the winning line is extremely
difficult to find for a program. Bebe played most of its games rather solidly, but it sometimes was very

* Abridged from the ICCA Joumnal, Vol. 9, No. 2, pages 92-93.
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careless about the protection of its King. This defect caused material loss against Cray Blitz and also
against Rebel. But, nevertheless it had won the latter game from a very dynamic position, which was
sufficient to reach the third place. After the first-round defeat (which was caused by a program bug accord-
ing to its author) Phoenix had played four solid games, but the opponents were not as strong as those of the
other programs that tied for the first place. The play of Rebel was very sound in all its games. The mis-
takes the program has made occurred in positions that are very hard to play for a program. Furthermore, it
had the highest Buchholz score of all programs. Bobby succeeded in beating the World Champion in a
beautiful, positional game. Theoretically, it could also become World Champion by a win against Phoenix
in the last round, but it never had a favorable position in this game. It actually lost due to a trapped piece.
Plymate found a beautiful many-ply mate against Lachex, which preferred not only in this game to central-
ize its King in the middle game. Mephisto lost two games with uneven material of about the same value,
which is a situation that all the programs usually have difficulties with. Schach 2.7 is clearly stronger than
its score indicates, it was the only program to play Cray Blitz and Hitech as well. BCP and Awit have
some interesting features but these programs proved too unbalanced for the whole game of chess and scored
only few points.

EVALUATION

As a final remark, I guess that a chess-player unfamiliar with computer chess will find the uneven
capabilities of the programs very striking. On the one hand, a program’s play can be very convincing if it
discovers the essential issues in a position. For instance, Grandmaster Hort was very impressed by the mat-
ing sequence Hitech had found. In another situation, Hort had announced three different mate threats in the
game Vax Chess against Lachex with no adequate defense against any of them. However, there existed a
move warding off all mate threats by sacrificing a piece which would restore the material equilibrium. On
the other hand, many tactical (some of them due to the well-known horizon effect) and considerable posi-
tional errors occurred in which the usual heuristics showed themselves somewhat inadequate. I am very
curious to know how, and to what extent, this deficiency will be overcome in the near future. This is neces-
sary if the programs are to compete successfully on the grandmaster level.

3 cRr! BLTE
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Table of Results for the 5™ World Chess Championship

Participant Perf Round*1 Round2 Round3 Round4 Round5 Total
1. CRAY BLITZ' USA 12290 w20 |1} b6 |0} w3 [1] bl4 |1| w2 [1] 4
2. HITECH USA |2303| b18 |1} wi4 |1)| b7 [1|| w5 |1 bl [O] 4
3. BE-BE USA |2215] bl6 |[1}| w15 |[1)| bl [Ofwll|1| b5 |1] 4
4. SUN PHOENIX CDN (12318| b5 (O w1l (1| b18 [1|| w7 | 1| b6 |1] 4
5. REBEL NL [[2235) w4 |1f b12 |1}| w6 |1 b2 [Of w3 |Of 3
6. BOBBY D 2188| b19 (1] w1 [1)| bS |Off w8 | 1| w4 |Off 3
7. PLYMATE S 2102|| b21 (1) w8 [1f w2 |Of b4 |Offwl2 |1|f 3
8. MEPHISTO COLOGNE D 1973| w9 |1ff b7 |O}jwl7 1] b6 [Of wi4 [1] 3
9. DUTCH NL ||1828] b8 |0 w19 |1|f b1l |4| w15 ['A|| w13 |1|[ 3
10. NONA NL ||1552| bl4 [O| w18 |O| b21 |1 b22 [1||wl5 |1 3
11. ADVANCE 68 GB ||1855| w17 [1|| b4 [0} w9 |2 b3 |O|[wl9 | 1] 2%
12. LACHEX USA |[1840| b13 |[1]] w5 |0l b16 [A|| w18 |1| b7 |0] 2%
13. OSTRICH CDN |[1689] w12 [0l b20 [1]| b15 |4 wi6 |[1| B9 |0} 2'4
14. SCHACH 2.7 D 1716 w10 (1] b2 [Of w22 |1 w1 |O| b8 |O| 2
15. CYRUS 68K GB |[1572| w22 |1]| b3 |O|f w13 |4 b9 |'4| bl0 |0O] 2
16. VAXCHESS GB ||1561| w3 |Of b23 |1]| w12 || b13 [Of w17 ['4] 2
17. CHAT D 1533|[ b1l |Off w21 |1]| b8 [O] w19 |4 bl6 || 2
18. BCP GB [[1645] w2 |Of b10 |1 w4 |O]f b12 [0 w20 [ 1'%
19. ENTERPRISE DNM|[1591|f w6 |0f| b9 |0f| w20 |1 bl17 ['4| b1l |Of 1%
20. AWIT CDN (|1476]] bl [Off w13 |Of b19 |0 w21 | 1| b18 ||| 174
21. REX USA |[1157|f w7 |0} b17 |0}l w10 [O]l b20 |Off b22 1] 1
22. SHESS NL 855| bl5 |0 1| b14 |0f w10 | 0| w21 (O] 1
23. KEMPELEN ATARI H 767 0| wi6 [0 0

* The letter indicates the player’s colour ( white or black). The number identifies the opponent that the participant
faced. The next number shows whether the participant won (1), lost (0), or tied (/4).

T Awarded 1st place title on tie break.
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The International Computer Chess Association

Established at the Second World Computer Chess Championship in
Toronto in 1977, this international association has about five hundred
members from all over the world. It is published four times a year. The
international Computer Chess Association (ICCA) is an international organi-
zation that represents the computer chess world, not only to the computer
science community (such as ACM, IEEE, and IFIP), but also to the world
chess federation ()l,’I E). The most visible benefit of membership is the
quarterly ICCA Journal. Each issue contains roughly 60 pages outlining the
latest in computer chess research, news, tournament results, book reviews,
conferences, games, etc.: something for researchers, chess program hobby-
ists, and chess players.
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ICCA Journal Subscription

Name:

Address:

Cost: $25 US per year.

Mail to: Dr. Jonathan Schaeffer )
Department of Computing Science
University of Alberta

Edmonton, AB
Canada T6G 2H1
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