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Abstract

The synthesis of programmatic strategies requires one to
search in large non-differentiable spaces of computer pro-
grams. Current search algorithms use self-play approaches to
guide this search. The issue with these approaches is that the
guiding function often provides a weak search signal. This is
because self-play functions only measure how well a program
performs against other programs. Thus, while small changes
to a losing program might not transform it into a winning
one, such changes might represent steps in the direction of a
winning program. In this paper we introduce a bilevel search
algorithm that searches concurrently in the space of programs
and in a space of state features. Each iteration of the search
in the space of features defines a set of target features that
the search in the program space attempts to achieve (i.e., fea-
tures one observes while following the strategy encoded in
a program). We hypothesize the combination of a self-play
function and a feature-based one provides a stronger search
signal for synthesis. While both functions are used to guide
the search in the program space, the self-play function is
used to guide the search in the feature space, to allow for
the selection of target features that are more likely to lead
to winning programs. We evaluated our bilevel algorithm in
MicroRTS, a real-time strategy game. Our results show that
the bilevel search synthesizes stronger strategies than meth-
ods that search only in the program space. Also, the strategies
our method synthesizes obtained the highest winning rate in a
simulated tournament with several baseline agents, including
the best agents from the two latest MicroRTS competitions.

Introduction
Programmatic strategies are strategies encoded in human-
readable computer programs. Such a programmatic repre-
sentation often allows one to not only understand, but also
modify the encoded strategy. On the downside, synthesiz-
ing programmatic strategies requires one to search over large
non-differentiable program spaces. Current methods for syn-
thesizing such strategies use the search signal self-play algo-
rithm such as Iterated-Best Response (IBR) provide (Mariño
et al. 2021; Medeiros, Aleixo, and Lelis 2022). However, the
search signal self-play algorithms provide tends to be weak.
This is because they only inform the utility of a strategy
while playing the game with another strategy. While changes
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to a program might not turn it into a winning one, they might
represent steps in the direction of achieving a winning pro-
gram. Self-play functions are unable to capture this progress.

An alternative approach is to use an oracle to provide a
richer search signal to guide the search in the programmatic
space (Bastani, Pu, and Solar-Lezama 2018; Verma et al.
2018, 2019). In addition to an oracle strategy not always be-
ing available, imitating an oracle strategy might lead to weak
strategies due to a possible representation gap (Qiu and Zhu
2022). That is, there might not exist a programmatic strategy
in the program space that is able to mimic the oracle.

In this paper, we introduce an algorithm for synthesiz-
ing programmatic strategies that simultaneously searches
in two spaces. Our goal with this bilevel search is to en-
hance the search signal self-play algorithms such as IBR
provide in the context of two-player zero-sum games. Our
algorithm, Bilevel Synthesis (Bi-S), searches in the pro-
gram space defined by a domain-specific language and in the
space of domain-dependent game features. Each iteration of
the search in the feature space defines a complete assignment
of a set of feature-variables. Such an assignment is provided
as input to the search in the program space. While searching
in the program space, the algorithm uses the self-play algo-
rithm’s function to guide the search. In case of a tie between
two programs (e.g., both are defeated by a target strategy),
then the search prefers the program that reaches game states
with features that are more similar to those encoded in the
variable assignment provided by the feature-space search.

The evaluations the program-space search performs with
respect to the self-play function are then used to inform the
search in the feature space. That is, the feature space search
attempts to learn the combination of feature values that leads
to programs optimizing the self-play function. We hypoth-
esize that this bilevel scheme allows for a more informed
search in the program space than the search that uses only
the signal from self-play algorithms.

We evaluated Bi-S in MicroRTS, a real-time strategy
game. Our results show that Bi-S using either IBR or Fic-
titious play (Brown 1951), another self-play algorithm, con-
sistently outperforms baselines that search only in the pro-
gram space. We also simulated a tournament of MicroRTS,
where we evaluated Bi-S as well as several other baselines,
including the programmatic strategies, written by human
programmers, that won the latest two MicroRTS competi-



tions (Ontañón 2017b). Bi-S with IBR and FP came in first
and second, respectively, in our simulated tournament.

Related Work
Bi-S is related to programmatically interpretable reinforce-
ment learning (PIRL) (Verma et al. 2018), where one at-
tempts to synthesize a program encoding a policy for solving
Markov decision processes (Bastani, Pu, and Solar-Lezama
2018; Verma et al. 2019). Our work is also related to gen-
eralized planning where one synthesizes programs for solv-
ing sets of classical planning problems (Bonet, Palacios, and
Geffner 2010; Srivastava et al. 2011; Hu and De Giacomo
2013; Aguas, Jiménez, and Jonsson 2018). Our work dif-
fers from PIRL and generalized planning because we fo-
cus on games, while they focus on single-agent problems.
Still in the context of single-agent problems, Inductive Logic
Programming has been used to learn programs for playing
games (Silver et al. 2019) and for learning game rules from
game traces (Cropper, Evans, and Law 2020).

Qiu and Zhu (2022) argued that approaches based on im-
itation learning can lead to weak policies due to a represen-
tation gap, i.e., programmatic policies might not be able to
imitate neural policies, as a program that imitates the oracle
might not exist in the programmatic space. Qiu and Zhu in-
troduced a system for learning programmatic policies with-
out oracles by using a differentiable approximation of the
language used to encode the policies. Qiu and Zhu’s system
and most PIRL algorithms do not support languages with
loops. Bi-S supports if-then-else structures and loops. Fi-
nally, Bi-S does not use an oracle to guide the search.

Mariño et al. (2021) introduced a system that uses data an
oracle generates to simplify the language used in the syn-
thesis of strategies. Medeiros, Aleixo, and Lelis (2022) in-
troduced Sketch-SA, a system that uses imitation learning
for synthesizing strategies. Despite using imitation learning,
Sketch-SA is unlikely to suffer from representation gaps be-
cause it uses an oracle to learn a sketch of a program (i.e., an
unfinished program), as opposed to learning complete pro-
grams. The complete program is synthesized while search-
ing in the space of programs and optimizing for a self-play
function. The bilevel search we introduce is orthogonal to
the ideas of simplifying languages and of learning sketches.

Self-play algorithms were used to learn strategies with re-
inforcement learning (Heinrich, Lanctot, and Silver 2015;
Lanctot et al. 2017). In these works the strategy is encoded
in a neural network and learned with gradient ascent. We
consider the setting where the strategies are encoded in com-
puter programs, so the strategy space is full of discontinu-
ities and gradient-based methods would not be effective.

Problem Definition
We consider sequential two-player zero-sum games defined
by a set S of states, a pair of players {i,−i}, an initial state
sinit in S, a function Ai(s) that receives a state s and returns
the set of actions player i can perform at s, and a function
Ui(s) that returns the utility of player i at s. Since the game
is zero sum, Ui(s) = −U−i(s). A strategy for player i is
a function σi : S → Ai mapping a state s to an action a.

A programmatic strategy is a computer program encoding a
strategy σ. We denote as U(s, σi, σ−i) the value of the game
for s given that i and −i follow σi and σ−i, respectively.

We use a domain-specific language (DSL) (Van Deursen,
Klint, and Visser 2000) to define the space of programs, and
thus the space of strategies for playing the game. We de-
note D as a DSL and JDK as the (possibly infinite) set of
programs that can be written with D. We use a context-free
grammar (N,T,R, I) to define D. Here, N , T , and R are
sets of non-terminals, terminals, relations defining the pro-
duction rules of the grammar, respectively. I is the gram-
mar’s start symbol. Figure 1 shows a DSL where N =

I → C | if(B) then C

C → c1 | c2
B → b1 | b2

I

if B

b1

then C

c1
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Figure 1: DSL and AST for if b1 then c1.

{I, C,B}, T = {c1, c2, b1, b2 if, then}, R are the relations
(e.g., C → c1), and I is the start symbol.

This DSL allows for programs such as c1, c2, and if
(b2) then c1. We represent programs in memory as ab-
stract syntax trees (AST), where the root of the tree is the ini-
tial symbol, the internal nodes are non-terminals and leaves
are terminals. Figure 1 shows an example of an AST.

The best response of σ−i in JDK is a strategy
that maximizes player i’s utility against σ−i, i.e.,
maxσi∈JDK U(sinit, σi, σ−i). In the context of two-player
zero-sum games, a Nash equilibrium profile in the space of
programmatic strategies is a pair of programs that best re-
spond to one another, i.e., the strategies σi and σ−i that solve

max
σi∈JDK

min
σ−i∈JDK

U(sinit, σi, σ−i) . (1)

Our goal is to approximately solve Equation 1. Since we
consider DSLs whose programs encode pure strategies, we
assume the existence of a pure-strategy Nash equilibrium.

Self-Play Algorithms
We consider Iterated-Best Response (IBR) (Lanctot et al.
2017) and Fictitious Play (FP) (Brown 1951) as the learn-
ing algorithms to approximate a solution to Equation 1.

Iterated-Best Response In IBR one starts with an arbi-
trary strategy σi for player i and computes a best response
σ−i to σi. Then, in the next iteration of IBR, it computes
a best response to σ−i, and so. This alternating process of
computing best responses is repeated until finding a Nash
equilibrium profile or reaching a time limit.

Fictitious Play Similarly to IBR, FP starts with an arbi-
trary strategy σi for which a best response is computed.
However, in contrast with IBR, FP maintains two sets, Σi

and Σ−i, with all best responses computed for each player.
In each iteration of FP, one computes a best response to a



Algorithm 1: Bi-S

Require: Game G, DSL D, evaluation U , strategy σ−i.
Ensure: Approximated best response σi of σ−i.

1: Initialize empty library L of programs. #see text
2: Initialize dictionary T mapping a feature to a value.
3: pb ← None
4: while not reached time limit do
5: V ←Feature-Search(T ) #Naı̈veSampling
6: p← argminp∈L

∑|F|
i |F (p)[i]− V [i]|

7: p, P ←Local-Search(G,D, p, V, U, σ−i) #SA
8: Update T [F (p′)] with U(p′) for all p′ ∈ P
9: L← L ∪ P

10: if U(p) > U(pb) then
11: pb ← p
12: return pb

mixed strategy whose support is formed by all strategies in
Σi (or Σ−i). The distribution of strategies in Σi and Σ−i

converges to a mixed-strategy Nash equilibrium profile for
the game. In the context pure programmatic strategies, we
run FP until a time limit is reached and return the last best
response obtained to each set as the algorithm’s approxima-
tion of a pure-strategy Nash equilibrium profile.

IBR is computationally cheaper than FP because the latter
evaluates all strategies in Σi and Σ−i while learning. How-
ever, IBR can fail to progress toward a Nash equilibrium pro-
file because it might repeatedly generate the same sequence
of strategies in scenarios where A is a best response of B,
B is a best response of C, and C is a best response of A.
Learning with FP does not generate such sequences because
FP best responds to all strategies seen thus far in the process.

IBR and FP require the computation of best responses.
We design Bi-S to derive approximated best responses in
the context of self-play algorithms such as IBR and FP.

Bilevel Synthesis (Bi-S)
Learning algorithms such as IBR and FP offer a function

to guide the synthesis process. That is, given a strategy σ−i,
which is either defined by a single strategy in the context of
IBR or by a mixture of strategies in the context of FP, a guid-
ing function is defined as the utility of a program p encoding
a strategy for player i against σ−i, i.e., U(sinit, p, σ−i). Such
a guiding function provides sparse signals as small modifi-
cations to a losing program might not turn it into a winning
one. As a result, the optimization landscape induced by these
functions tends to have large plateaus. Bi-S attempts to in-
duce an optimization landscape that is more amenable to lo-
cal search algorithms by searching in two spaces: the space
of programs and the space of features of the game.

Let F denote a set of features for a set of states of the
game. Each feature f ∈ F defines a function mapping a set
of states to an integer. As an example, a feature could count
the maximum number of pieces of a given type a player con-
trolled throughout a match of a board game. Let F be a func-
tion that receives an initial state sinit, a program p, and an
opponent σ−i and returns a vector with one entry for each
feature f ∈ F for the set of states encountered in a game

played between p and σ−i. We denote as F (sinit, p, σ−i)[j]
the value of the j-th entry of this vector and we write F (p)[j]
whenever sinit and σ−i are clear from the context.

Each iteration of Bi-S’s search in the feature space de-
fines a vector V of feature values, which is passed to the
search in the program space. The search in the program
space attempts to primarily find a program p that maxi-
mizes U(sinit, p, σ−i). In case of ties between programs p
and p′ in terms of U -values, Bi-S minimizes the difference
between V and the vectors F (p) and F (p′). For example,
in case the target strategy σ−i defeats both p and p′, i.e.,
U(sinit, p, σ−i) = U(sinit, p

′, σ−i), Bi-S’s search will prefer
the program whose feature values are more similar to V .

Once the search in the program space reaches a time limit
and returns a program p approximating a best response to
σ−i, we use the value of U(sinit, p, σ−i) to update statistics
about the feature values of F (p), so that the search in the fea-
ture space can learn the combination of feature values that
are more likely to maximize U(sinit, p, σ−i). In our imple-
mentation of Bi-S we treat the search problem in the feature
space as a combinatorial multi-armed bandit (CMAB) prob-
lem (Gai, Krishnamachari, and Jain 2010) and use the two-
phase Naı̈ve Sampling algorithm (NS) (Ontañón 2017a) for
searching over the space of possible feature vectors. We use
Simulated Annealing (SA) (Kirkpatrick, Gelatt, and Vecchi
1983), a local search algorithm, to search over the space of
programs. We describe both NS and SA below.

Bi-S’s Pseudocode
Algorithm 1 shows Bi-S’s pseudocode. Bi-S is invoked to
approximate a best response to a target strategy σ−i in each
iteration of a learning algorithm such as IBR and FP. Bi-S
receives the game G, DSL D, evaluation function U , which
is defined based on the learning algorithm, and a strategy
σ−i. Bi-S returns an approximated best response to σ−i en-
coded in a program p. Bi-S uses two data structures: a set L
of programs encountered in search and a dictionary T that
stores statistics about the features evaluated in search.

The set L is a library of programs that are used to ini-
tialize the local search in the space of programs. Given that
the search in the feature space returns a vector V (line 5),
Bi-S searches for the program p ∈ L whose feature vector
F (p) is most similar to V in terms of absolute difference of
the feature values (line 6). The program p is used to initialize
the local search in the program space (line 7). By initializing
the search with p, we allow the search to start in a location
of the program space where it is more likely to encounter a
program that will match the feature values in V .

The local search returns a program p that approximates a
best response to σ−i; it also returns the set of all programs
P considered in search (line 7). We update the statistics the
feature-space search uses for each program in P (line 8) and
we add all programs in P to the library of programs (line 9).
Once Bi-S reaches a time limit, it returns the program with
best U -value it has encountered in search (lines 10–12).

Using Library of Programs to Transfer Learning
If the library L of programs Bi-S accumulates is reused in
other calls of the algorithm, one is able to transfer some of



the knowledge generated in search across calls of Bi-S. We
initialize the library L with an empty set only in the first call
of Bi-S. Later calls of Bi-S within an single run of either IBR
or FP will reuse the library L accumulated in previous calls
to Bi-S. The library of programs allows the local search to
start in a location of the program space that the search in the
feature space deems as promising. For example, if the search
in the feature space discovers that feature fj leads to high U -
values, then the search in the program space is able to start in
a region where fj is more likely to occur. The library of pro-
grams allows Bi-S to effectively “jump” around the program
space according to the feature-space search guidance.

We experiment with a version Bi-S that reuses L across
similar, but different games. We call such a version Bi-S+.

Two-Phase Naı̈ve Sampling (NS)
We model the problem of searching in the feature space as a
combinatorial multi-armed bandit (CMAB) problem. A tu-
ple (X,µ) defines a CMAB problem, where

• X = {X1, · · · , Xn}. Each Xj is a variable that can as-
sume Kj distinct values Xj = {v1j , · · · , v

Kj

j }. The set
X = {(v1, · · · , vn) ∈ X1 × · · · × Xn} is the possible
combinations of value assignments for variables in X . A
value assignment V ∈ X is called a macro-arm.

• µ : X → R is a utility function, that receives a macro-
arm and returns a utility value for that macro-arm.

In a CMAB problem one attempts to find the macro-arm
with largest expected utility value. In Bi-S, each variable Xj

represents a feature in F and Xj = {v1j , · · · , v
Ki
j } is the

set of Kj integer values the Xj can receive. A macro-arm V
is a feature vector and µ(V ) is the average U -value of the
programs p the search in the program space returns when it
receives V as input.

Naı̈ve Sampling (NS) was designed to deal with CMAB
problems with a number of macro-arms that is so large
that one cannot exhaustively evaluate all of them in
search (Ontañón 2017a). NS divides a CMAB problem with
n variables in n+ 1 multi-armed bandit (MAB) problems.

• n local MABs, one for each variable Xj ∈ X . For vari-
able Xj representing a feature, the arms of the MAB are
the Kj values in Xj .

• 1 global MAB, denoted MABg , that treats each macro-
arm A evaluated in search as an arm in MABg; MABg

has no arms in the beginning of search.

At each iteration, NS uses a policy π0 to determine
whether it adds an arm to MABg through the local MABs
(explore) or evaluates an existing arm in MABg (exploit).

1. If NS chooses to explore, a macro-arm A is added to
MABg by using a policy πl to independently choose a
value for each variable in X (local MAB). NS assumes
that the utility of a macro-arm V can be approximated
with the sum of the utilities of the individual values
vi ∈ V , i.e., µ(V ) ≈

∑
vi∈V µ′(vi), where µ′(vi) is the

average of the µ(V )-values for which the i-th value in V
is vi.

2. If NS chooses to exploit, then a policy πg is used to select
an existing macro-arm in MABg .

We use ϵ-greedy for policies π0, πl, and πg . We also use
the two-phase version of NS where the first k iterations we
use a set of ϵ-values (ϵ10, ϵ1l , and ϵ1g) that allows for a more
aggressive exploration; the algorithm uses another set of ϵ-
values in the remaining steps (ϵ20, ϵ2l , and ϵ2g) that allows NS
to exploit the macro-arms collected in the first phase. We
multiply all µ′-values by γ, with 0 < γ < 1, after each
call to NS. This decaying factor allows the search in the fea-
ture space to be more biased by the U -values of programs
encountered in more recent iterations.

Simulated Annealing
SA uses a temperature parameter to control the greediness
of the search, so it behaves similarly to a random walk in the
beginning of the search, when the temperature is high, and
similarly to hill climbing later in search, when the temper-
ature is low. The SA search starts with an initial program,
which can be provided as input (e.g., a program from the li-
brary L) or, alternatively, be randomly generated according
to the rules of the grammar. When the library is empty, SA
starts with a randomly generated program. A program can
be randomly generated by starting with the grammar’s ini-
tial symbol I and replacing it with a random production rule
of I; then, we repeatedly replace a non-terminal symbol of
the program with a valid and randomly selected production
rule, until the program contains only terminal symbols.

Once the initial program p is defined, in each iteration of
search, SA generates a neighbor p′ of p by changing a sub-
tree in p’s AST. SA randomly chooses a non-terminal sym-
bol n in the AST (all non-terminal nodes of the AST are
chosen with equal probability). Then, SA replaces the sub-
tree rooted at n with a subtree that is generated with the same
procedure used to generate a random program. SA decides
if it accepts or rejects the neighbor p′. If it accepts, then p′

is assigned to p and the process is repeated—SA performs a
walk in the program space. If it rejects, SA repeats the pro-
cedure by generating another neighbor of p. The probability
in which SA accepts p′ is given by the following equation.

min

(
1, exp

(
β · (Ψ(p′)−Ψ(p))

Tj

))
,

where, Tj is the temperature at iteration j, and Ψ is the eval-
uation function. In the context of Bi-S, Ψ is initially U and,
in case of a tie between p and p′, we use a function based
on the vector V of features Bi-S provides as input to SA.
Namely, we maximize the similarity between the program’s
p feature values and V according to the following function.

|F|∑
j=1

1− |V [j]− F (p)[j]|
max(V [j], F (p)[j])

If Ψ(p′) ≥ Ψ(p), then SA accepts p′. Otherwise, the prob-
ability of acceptance depends on Tj and β. β is an input
parameter that adjusts SA’s greediness. Larger values of β
result in a greedier search as SA is more likely to reject pro-
grams with small Ψ-values. Larger values of Tj make the



search less greedy because SA becomes more likely to ac-
cept worse neighbors. The initial temperature, T1, is an in-
put parameter and Tj is computed according to the schedule
Tj = T1

(1+α·j) , where α is also an input parameter. Once
the temperature value is smaller than a threshold value ϵ,
SA returns the program with largest U value encountered
in search. In case of a tie in terms of U -values, SA returns
the program whose feature vector is the most similar to the
target vector V .

Empirical Evaluation
In this section we evaluate the hypothesis that Bi-S’s bilevel
search allows for a faster synthesis of effective program-
matic strategies. All experiments were run on a single 2.4
GHz CPU with 8 GB of RAM and a time limit of 2 days.1
We denote our methods as IBR(Bi-S), FP(Bi-S), IBR(Bi-
S+), FP(Bi-S+), depending on the learning algorithm and the
version of the bilevel synthesis.

We use α = 0.9, β = 200, T1 = 100, ϵ = 1 with our
SA implementation as these are the values Medeiros, Aleixo,
and Lelis (2022) used in their experiments. We use the fol-
lowing exploration rates for the first phase of NS: ϵ10 = 0.7,
ϵ1l = 0.7, and ϵ1g = 0.4; and the following for the second
phase: ϵ10 = 0.1, ϵ1l = 0.3, and ϵ1g = 0.1. We use γ = 0.95.
These parameters allow NS to explore more in the first phase
and exploit the learned macro-arms in the second. We run
each phase for 1 day. All baselines we use in our experi-
ments that also synthesize programmatic strategies are also
given the time limit of 2 days.

Problem Domain: MicroRTS
MicroRTS is a real-time strategy game widely used to eval-
uate intelligent systems (Ontañón 2020). It is a two-player
zero-sum game where each player controls a set of units
in real time (each player has 100 milliseconds to decide on
their next action) The units gather resources and build struc-
tures, which are used to train more units that will eventually
battle the opponent. MicroRTS has the following types of
units: Worker, Ranged, Heavy, and Light, in addition to the
Barracks and Base structures. All units are able to battle the
opponent, but only Workers can build structures and collect
resources; the units differ in how much damage they can suf-
fer and cause in battle. A Base can train Workers and store
resources, while a Barracks can train the other units.

We use MicroRTS because it is a challenging domain and
the winners of the recent competitions are programmatic
strategies written by programmers. Thus we can evaluateBi-
S against strategies programmers wrote with the intent of
winning the competition (and its monetary prize). Moreover,
MicroRTS can be played on different maps and each map
might require a different strategy. Thus, with the same im-
plementation we can evaluate Bi-S on similar, but different
games. We use the maps basesWorkers24x24A, basesWork-
ers32x32A, and (4)BloodBath.scmB, whose sizes are 24 ×
24, 32×32, and 64×64, respectively, from MicroRTS’s offi-
cial code base. The bigger map is from the commercial game

1https://github.com/dsaleixo/BilevelSearchforSynthesizing.

StarCraft. The maps are shown in the supplementary mate-
rials. We consider two starting locations for each player in
each map; we run two games alternating the players’ starting
location to ensure a fair evaluation. We synthesize one pro-
gram for each location of the map for all synthesizers used
in our experiments (Bi-S and baselines).

For Bi-S+ we use the library L of one of the maps to syn-
thesize a strategy for another map. Namely, we use the li-
brary generated while synthesizing a strategy with Bi-S for
map 24 × 24 to initialize the Bi-S+ synthesis process for
map 32 × 32 and 64 × 64, and the Bi-S library for 32 × 32
to initialize the Bi-S+ synthesis process for map 24× 24.

The set of features over set of states we use are: num-
ber of Worker, Ranged, Heavy, and Light units trained in all
states in the set; the number Bases and Barracks built, and
the number of resources collected across all states.

We use Medeiros, Aleixo, and Lelis (2022)’s DSL for
MicroRTS. Their DSL supports if-then-else structures and
loops.

Baselines
The main baselines for our experiments are the synthesizers
that search only in the program space. We use IBR and FP
with SA to approximate a best response in each iteration of
the algorithms, we denote them as FP(SA) and IBR(SA).

We also evaluate the programmatic strategies Bi-S syn-
thesizes with several existing methods, which we will re-
fer to as the “competition set.” This set of agents in-
cludes the winners of the two latest MicroRTS competitions,
COAC and Mayari. We also use the Sketch-SA (Medeiros,
Aleixo, and Lelis 2022) method where it uses either COAC
or Mayari as oracles for learning a program sketch; we
denote them as IBR(Sketch(COAC)), FP(Sketch(COAC)),
IBR(Sketch(Mayari)), FP(Sketch(Mayari)) according to the
learning algorithm and oracle used. We also consider the
agents MentalSeal, UmSbot, Droplet, Rojo, GuidedRo-
joA3N, and Alet from past competitions (Ontañón 2017b).
We also use in our evaluation the search algorithms Portfo-
lio Greedy Search (PGS) (Churchill and Buro 2013), Strati-
fied Strategy Search (SSS) (Lelis 2017), A3N (Moraes et al.
2018), and Strategy Tactics (STT) (Barriga, Stanescu, and
Buro 2018). We also use programmatic strategies that are
often used as baselines in the MicroRTS competition: WR,
HR, RR, and LR (Barriga, Stanescu, and Buro 2017).

Comparison with IBR(SA) and FP(SA)
The top row of Figure 2 shows the learning curves for Bi-
S and SA when using IBR and FP. The bottom row shows
the learning curves for Bi-S+. These plots are generated as
follows: we select the strategy returned by each approach ev-
ery two hours of computation for each method and perform
a round robin evaluation with these four strategies. The win-
ning rate is computed as the total number of victories plus
half for each draw, divided by three. Each curve shows the
average winning rate over 10 independent runs of each sys-
tem and the shaded area shows the standard deviation.

FP(Bi-S) and FP(Bi-S+) are superior to FP(SA) as the
solid blue line is above the dashed orange one. Similar pat-
tern is observed for the dotted green line, which represents
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Figure 2: Learning curves for Bi-S (top row), Bi-S+ (bottom row) and SA with IBR and FP as learning algorithms. The strategy
of an algorithm is evaluated in terms of winning rate against the strategies of the other three algorithms in a given time.

IBR(Bi-S) and IBR(Bi-S+), with respect to the pointed and
dashed red line, which represents IBR(SA). Bi-S+ seems to
perform better when used with FP; the solid blue lines reach
higher winning rate earlier in the plots of the bottom row
than in the plots of the top row. By contrast, there seems to
be no noticeable difference between IBR(Bi-S) and IBR(Bi-
S+). We conjecture that the difference between IBR and FP
with Bi-S+ is due to FP providing a better guiding function.
In the case of the IBR(Bi-S) and IBR(Bi-S+) results, we con-
jecture that a better search algorithm (Bi-S+) might not nec-
essarily lead to stronger strategies due to limitations of the
guiding function IBR provides.

Figure 3 shows the learning curve of the same algorithms
shown in Figure 2, but the winning rate is computed by
having the strategies the systems synthesize play against all
strategies in our competition set. The lines show the aver-
age winning rate across 10 independent runs of the systems.
In general, all lines follow an upward trend with computa-
tion, which demonstrates that the strategies these systems
synthesize become stronger even against strategies that are
not in the set of strategies that can be encoded in a program
written using D (e.g., strategies derived with tree search al-
gorithms).

Some of the trends observed in Figure 2 are also observed
in Figure 3. Namely, the Bi-S and Bi-S+ lines are above
the SA lines for a fixed learning algorithm. Also, transfer
learning allows for a faster synthesis of stronger strategies
with FP. It is also noticeable how the standard deviation of
FP(Bi-S+) is smaller than that of FP(Bi-S). Finally, transfer
learning does not seem to improve the results if IBR is used.

Tournament Evaluation
We also test FP(Bi-S+) and IBR(Bi-S+) in a tournament set-
ting where we perform a round robin evaluation of all strate-

Agents Maps Total
24× 24 32× 32 64× 64

IBR(BI-S+) 0.85 0.92 0.89 0.89
FP(BI-S+) 0.95 0.85 0.85 0.88
IBR(SKETCH(COAC)) 0.70 0.83 0.87 0.80
FP(SKETCH(COAC)) 0.78 0.81 0.76 0.78
COAC 0.78 0.80 0.73 0.77
IBR(SKETCH(MAYARI)) 0.69 0.76 0.84 0.76
FP(SKETCH(MAYARI)) 0.66 0.89 0.71 0.75
MAYARI 0.87 0.70 0.65 0.74
FP(SA) 0.69 0.64 0.63 0.65
IBR(SA) 0.67 0.50 0.75 0.64
MENTALSEAL 0.67 0.51 0.70 0.63
UMSBOT 0.65 0.63 0.54 0.61
DROPLET 0.47 0.50 0.61 0.53
PGS 0.41 0.42 0.39 0.41
HR 0.38 0.51 0.30 0.39
SSS 0.39 0.38 0.32 0.36
LR 0.40 0.40 0.26 0.35
STT 0.24 0.30 0.42 0.32
RR 0.21 0.23 0.17 0.21
ROJO 0.15 0.09 0.25 0.16
WR 0.13 0.17 0.17 0.16
GUIDEDROJOA3N 0.13 0.04 0.17 0.11
A3N 0.11 0.10 0.02 0.08
RANDOMBIASEDAI 0.01 0.03 0.02 0.02

Table 1: Tournament results in terms of winning rate.

gies in the tournament set. For the synthesizer-based sys-
tems (Bi-S+, Sketch, and SA) we select the programs used
in the tournament as follows. We collect the last 20 best re-
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Figure 3: Learning curves for Bi-S (top row), Bi-S+ (bottom row) and SA with IBR and FP as learning algorithms. The strategy
of an algorithm is evaluated against all strategies in our competition set of strategies.

sponses (either in the context of IBR or FP) and perform
a round robin tournament among them. The strategy with
highest winning rate for each starting location of the map in
this “internal” tournament was used in the tournament with
the competition set.

Table 1 presents the winning rate of the tournament.
IBR(Bi-S+) and FP(Bi-S+) had the highest total winning
rate, the Sketch approaches imitating COAC had the third
and fourth highest total winning rate of the tournament.
FP(Bi-S+) had the highest winning rate on the 24× 24 map
while IBR(Bi-S+) had the highest one on the 32 × 32 and
64× 64 maps. Interestingly, while FP performed better than
IBR when using Bi-S+ in the results shown in Figures 2 and
3, they performed equally well in the tournament. This is
likely due to the way that we selected the programs to take
part in the tournament. By running a round robin tournament
with the last 20 best responses of IBR and selecting the best
performing program, we are performing with IBR an opera-
tion that is similar to the one used in FP, where each strategy
plays against a set of other strategies.

FP(SA) and IBR(SA) performed reasonably well in the
tournament. They were outperformed only by the Bi-S+ and
the Sketch approaches, and by COAC and Mayari, the win-
ners of the last two competitions. Nevertheless, the differ-
ence in terms of winning rate between Bi-S+ and SA is sub-
stantial (0.89 to 0.65). These results also confirm a trend ob-
served in the last two MicroRTS competitions, where pro-
grammatic strategies have outperformed tree search agents.

The results shown in Figures 2 and 3 and in Table 1 sup-
port our hypothesis that the guiding function our bilevel
method uses provides a better search signal, in the context
of synthesis with SA, than the signal provided by a function
that relies only on self-play algorithms.

A limitation of Bi-S is that it requires a set of feature func-

tions as input. An interesting direction of future research
is to use a language such as Game Description Language
(GDL) (Love, Genesereth, and Hinrichs 2006) to encode the
game, such that the system can reason about the game and
automatically discover the set of functions for computing the
features. The search for such functions can be seen as the ad-
dition of another layer in Bi-S’s search.

Conclusions
In this paper we introduced Bi-S, a bilevel search algorithm
for synthesizing programmatic strategies. Current methods
for synthesizing such strategies often suffer from a weak sig-
nal for guiding the search because self-play algorithms can
only inform the search algorithm of the utility of the game.
While small changes to a winning program might not turn
it into a winning one, they might represent progress in the
right direction. Our method searches over a space of game
features while attempting to learn the relation between fea-
ture values and the strength of a strategy. The search in the
feature space is then able to bias the search in the program-
matic space by defining a set of features that should be ob-
served in games played by the programs. This set of “desir-
able features” provides an extra search signal for the synthe-
sis. We performed an evaluation of Bi-S in MicroRTS and
our results showed that Bi-S is able to synthesize stronger
strategies than the baselines that search only in the program-
matic space. Moreover, two versions of Bi-S outperformed
22 other agents, including programmatic strategies written
by human programmers and search algorithms in a simu-
lated tournament.
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Ontañón, S. 2017a. Combinatorial Multi-armed Bandits for
Real-Time Strategy Games. Journal of Artificial Intelligence
Research, 58: 665–702.
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