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Methods
Patients were classified as having breast cancer or 
not using a number of machine learning 
techniques.
1. A naïve Bayes classifier seeks to find the most 
probable hypothesis given the evidence. It assumes 
independence of the SNPs. 

2. A support vector machine (SVM) is used to find 
a linear separator between the cancer and non-
cancer samples that minimizes the risk of errors. 
Although this may not be possible in a simple 
space representation, the data may be mapped to 
another feature space in which a separator may be 
found. (Vapnik, 1995)

3. Decision trees provide a decision flow 
diagram based on the training data. Test data 
is then classified based on the resulting tree.

Experiments were also conducted using 
artificial neural networks and clustering 
methods.

Results
All results were obtained using 5-fold cross-
validation. The following matrices display the 
known classifications of the data against the 
predicted classifications for each learner.

     1. naïve Bayes classifier

     2. support vector machine

     3. decision trees

Since the baseline accuracy (ZeroR) of the 
unbalanced data set is 77%, we also made 
subsamples of the cancer group and reran 
each against the controls. The results below 
are for naïve Bayes with baseline ~53%.

The SNPs may also be ranked by measures 
of importance, including information content 
and p-value from a Chi-squared test.

Sorting by p-value results in similar ordering.

Conclusions
Differences in SNP profiles between sample 
groups can be recognized through the use of 
machine learning techniques. These statistical 
techniques also give a framework in which the 
relative contribution of each SNP to the 
outcome can be assessed.
The biological significance of these SNP 
variations with respect to cancer prediction 
remains to be resolved pending better 
understanding of the impact of control design 
in SNP studies(Wacholder et al.). Further 
analysis with a larger group of ethnically 
matched controls will address this issue in the 
near future. This preliminary analysis 
demonstrates the utility of machine learning 
techniques in discriminating between 
populations based on real SNP data.
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Background
SNPs( Single Nucleotide Polymorphisms) are 
commonly occurring genetic variations. SNPs may 
affect an individual's susceptibility to disease or 
response to particular drugs by altering the 
expression of the gene in which it occurs.

Cancer occurs through accumulation of mutations 
in multiple genes. The likelihood of mutagen-
induced genetic alteration occuring and persisting 
may depend on efficiency of detoxification and 
repair capabilities. SNP variation may affect these 
processes.
Machine Learning deals with computer programs 
that learn from and improve with experience. 
(Mitchell, 1997) Learners are designed to recognize 
patterns in training data and classify new data as it 
is presented.

Studies which use machine learning across many 
SNPs with real clinical data are scarce.
Data
The experimental samples were obtained from 177 
breast cancer patients from Edmonton and 53 
control samples  from an NIH Coriell panel.
For each of the individuals sampled, 209 SNPs 
were chosen from across 68 genes. The genes 
chosen were drug metabolism genes, DNA repair 
enzymes, tumor suppressors, oncogenes, hormone 
receptors and signal transduction enzymes. Both 
synonymous and non-synonymous SNPs were 
chosen. Another control group is being acquired 
which is ethnically matched with the cancer group 
and will be compared with this preliminary study.
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