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Form 100, Part II: Research Contributions (2006—2011)
1 Most Significant Research Contributions

1. Active Learning  (http://www.cs.ualberta.ca/ ~ greiner/R/BudgetedLearning )

A typical learning process starts with a training sampleiciiis used by a learning process to pro-
duce a predictor. The predictor performance, of coursegm@pcritically on that training sample.
In activelearning, however, the learner has the option of extendieggtving training sample, al-
beit at a cost; these systems must decide, sequentiallyimfbanation (features or label) of which
instance, should be purchased?

My research contributed to this subfield, by providing natgbrithms[C13] (w/PhD: Y Guo);
dealing with “labels” that correspond to image segmentatj&21] (w/PhD: A Farhangfar); and
going beyond discriminative models, to produce the besegdive mode[C24] (w/MSc: L Li).
That third system is in “budgeted learning” framework, whéhne learner is given a fixed total
budget for its purchases. As the founder of this subfield,d n@ored to give the Keynote address
in a recent ICML workshop in this area.

2. Probabilistic Graphical Models (http://www.cs.ualberta.ca/ ~ greiner/BN-results.html)
Many inference tasks inherently involve reasoning prolsitwally — e.g, about correlations be-
tween patient data and their disease state. Graphical sx{@zlyesian) belief networks (BN) and
Markov networks) have become the representation of chorcaény Al researchers and praction-
ers, as they provide a succinct way to encode such prolabiliformation, which allows the users
to reason about these situations effectively. This hasdeahtexplosion of algorithms for both
learning and reasoning with these systems.

From a Bayesian perspective, the parameters within a BN amastilees random variables.
As inference involve computation on these rv’s, the “regedrie.g, the posterior probability of
cancer, given age, gender and histology) will also be randdhe paper$J5][C20] (w/MSc: T
Van Allen and A Singh) provide the posterior distribuitiohtloese responses; this information can
then be used to give appropriate weights to different diass[C6], etc.

We have also derived an effective new way to learn the strecitia belief net, which com-
bines the advantages of both the constraint- and scoriagebapproaches for both discré@23]
and continuougC26] schemes (which won the Best Paper prize), motivated by foemaly-
ses[C14][J16].

My team (w/PhD: C Lee and PDFs: S Wang and M Brown) have alsmesglways to improve
the efficiency of learning the parameters for a given Market/structure, in the service of finding
significant regions within an image (typically brain tumdiG8][C18][C19][C7].

3. Biological Projects: Proteins and Metabolites (http://www.cs.ualberta.ca/ ~ bioinfo/
PA http://www.hmdb.ca/ ) Proteome Analyst (PA) is a publicly available, high-thrbpgt,
web-based system for predicting various properties of gaotein in an entire proteome. PA
can predict, for example, the subcell location of a proteideed, it is currently one of the most
accurate and most comprehensive such systems. Our teanS(w/MFyshe and Y Liu) recently
further improved this system by using the textual inform@atin abstracts describing that protein
(and its homologuedq)J10]. We also recently explored ways to learn which pathways #&epro
belongs: MSc student L Pireddu guided the work to identifyolvimetabolicpathway[J4], then
MSc student B Bostan used a very different technology to iffewhich signalingpathwayd4J14].
In all cases, this involved first theoretical exploratidiadiowing by extensive empirical testing on
real-world data; publication in top journals demonstragworld-class performance of these tools.
The team has also been pioneering one of the newest omiesgafdygthe one most relevant
to diagnosis and treatmentinetabolomicswhich is the systematic study of the small molecules

1Each[Jx] and[Cx] reference here refers to an entry in Section 2. Those refesaiso list my collaborators.
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(“metabolites”) within an organism. This involved orgainig some of the earliest symposia in this
area[C15], then laying out the infrastructure for their computatidndy, to produce “the most
complete and comprehensive curated collection of humaaboéte and human metabolism data
in the world, [...containing ...] records for more than 2E@logenous metabolitegI8]. We then
identified, and quantified, the set of metabolites that apipezerebrospinal fluidd13] and human
serum[J22]. We also connected a person’s metabolic profile with vargtates, including gender,
diurnal variation and agg7], as well as diseases, including cachekitjQ].

Many of these analyses are based on interpreting NMR speudiiah is very challenging as
the peaks associated with each metabolite can shift basedarserved properties of the mixture.
My MSc student M Ravanbakhsh and PDF B Poczos solved thisg asiery clever extension
to cross-entropy that exploits the observation that thi#sshre constrained to a relatively narrow
region of the spectrum, which imposes weak constraints @pdissible interpretatiof€25]. (We
are currently filing a patent on this idea.)

4. Medical-Informatics Projects The following projects are all explicitly related to diseas other
medical conditions; we are in collaboration with reseansti/ar clinical physicians. With trainee
N Asgarian, we used a machine learning approach to learrssifiéa that could accurately predict
relapse, based on tisebcellular localizatiorof certain junctional proteing18]. We analyzed the
single nucleotide polymorphisms (SNPs) associated wiicity in patients treated with conformal
radiotherapy{J1][J9], and with breast cancer susceptibilifiz4]. We (including PDF C Yu) also
produced a novel system for predicting survival times faigras — basically a patient-specific
Kaplan-Meier curve, using all available patient data, i@ show works significantly better than
existing techniquefC28].

Several other projects involve medical imagifd15] learns to segment tumors within PET
scans of a patient’s lungs. We (w/M Morris (MSc), M Schmidt¥8) and | Diaz (PhD)) have
several results that deal with brain tumors: Given a MagriRéisonance image of a patient’s brain,
(1) [C27] describes which pre-processing technique leads to thethesbr vs healthy) segmenta-
tion; (2) [J23] provides a fast algorithm for approximating the locatiortte tumor; and (3)J3]
predicts how a tumor will grow.

2 Research Publications: 2006 — 2011

Refereed journal paperg

[J1] S Damaraju, ...R Greiner, ...and M Parliament. AssociaibDNA repair and steroid
metabolism gene polymorphisms with clinical late toxidiypatients treated with conformal
radiotherapy for prostate cancélinical Cancer Researct2(8):2545-2554, 2006.

[J2] R Greiner, R Hayward, M Jankowska, and M Molloy. Finding ol satisficing strategies
for and-or treesAtrtificial Intelligence 170:19-58, 2006.

[J3] M Morris , R Greiner, J Sander, A Murtha, aMiSchmidt. Learning a classification-based
glioma growth model using MRI datal. Computers1(7), 2006.

[J4] L Pireddu, D Szafron, P Lu, and R Greiner. The PATH-A metabolic pathwagdiction web
server.Nucleic Acids ResearcBB4 2006.

[J5] T Van Allen, A Singh, R Greiner, and P Hooper. Quantifying the uncertainty ofleebaet
response: Bayesian error-bars for belief net inferedgéficial Intelligence 2007.

[J6] L Li, V Bulitko, and R Greiner. Focus of attention in reinforcement leaynid Universal
Computer Sciencd 3(9), 2007.

2The names of students, postdocs and employees under mygeoysion appear atmldfaced My contributions
to every one of these articles was funded, in part, by my ptestNSERC grant. This listing does not include 8 other
refereed papers, nor 20 posters and invited (but not refgpélications; sebttp://tiny.cc/kbylv
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[J7] C Slupsky, ...R Greiner, ...and T Marrie. Investigationdhef effects of gender, diurnal
variation and age in human urinary metabolomic profikksalytical Chemistry2007.

[J8] D Wishart, ... R Eisner, ..., KJewell,...,JWagner, ..., R Greiner, ..., and L Querengesser.
HMDB: the human metabolome databadaicleic Acids ResearcB5, 2007.

[J9] S Damaraju, B Sehrawat, D Carandang, R Penugonde, R GremkM &arliament. Can-
didate and whole-genome snp association studies of latatid toxicity in prostate cancer
patients.Radiation Resear¢ii70:671-672, 2008.

[J10] A Fyshe, Y Liu, D Szafron, R Greiner, and P Lu. Improving sukluar localization predic-
tion using text classification and the gene ontologiinformatics 2008.

[J11] C Lee, O Zaiane, H Park, J Huang, and R Greiner. Clustering high mioeal data: A
graph-based relaxed optimization approaktiormation Science008.

[J12] | Levner, H Zhang, and R Greiner. Heterogeneous stacking for cleasdn driven water-
shed segmentatiolreURASIP J Advances in Signal Processi2g08(485821), 2008.

[J13] D Wishart, .. R Eisner, ... R Greiner, and L Li. The human cerebrospinal fluid melaine.

J Chromatography B2008.

[J14] B Bostan, R Greiner, D Szafron, and P Lu. Predicting homologous sigg@athways using
machine learningBioinformatics 2009.

[J15] A Kerhet, C Small, H Quon, T Riauka, L Schrader, R Greiner, D,YedcEwan, and W
Rao. Application of machine learning methodology for pesdshdefinition of lung cancer.
Current Oncology17(1), 2009.

[J16] O Schulte, W Luo, and R Greiner. Mind change optimal learmifigayes net structure from
dependency and independency datdormation and Computatiqr298, 2009.

[J17] X Su, T Khoshgoftaar, and R Greiner. Making an accurate classifisemble by voting on
classifications from imputed learning selst’l J Info & Decision Sciencesl(3), 2009.

[J18] N Asgarian, X Hu, Z Aktary, K Chapman, L Lam, R Chibbar, J Mackey, R Greiraerd
M Pasdar. Learning to predict relapse in invasive ductatinamas based on the subcellular
localization of junctional proteinBreast Cancer Research and Treatmd#1(2):527, 2010.

[J19] R Eisner, J Xia, D Hau,T Eastman, C Stretch, S Damaraju, R Greiner, D Wishart, and V
Baracos. Learning to predict cancer-associated skeletstlmwasting frontH-NMR profiles
of urinary metabolitesMetabolomics7(1):25-34, 2010.

[J20] D Lizotte, R Greiner, and D Schuurmans. An experimental methodologetponse surface
optimization methodsJ Global Optimization2011.

[J21] D Moulavi, M Hajiloo, J Sander, P Halloran, and R Greiner. Combining gene expressi
and interaction network data to improve kidney lesion sgegliction. Int’l J Bioinformatics
Research and Application2011.

[J22] N Psychogios, D Hau, .. R Eisner, ..., R Greiner, ..., and D Wishart. The human serum
metabolomePL0oS One6(2), 2011.

[J23] B Saha, N Ray, R Greiner, A Murtha, and H Zhang. Quick deteatiolorain tumors and
edemas: A bounding box method using symme@igmput. Medical Imaging & Graphi¢c011.

[J24] B Sehrawat, M Sridharan, S Ghosh, P Robson, C Cass, J MackegifeGiand S Damaraju.
Potential novel candidate polymorphisms identified in geeavide association study for breast
cancer susceptibilityHuman Genetig2011.

[J25] A Zarnani, P Musilek, X Shi, X Ke, H He, and R Greiner. Learntogredict ice accretion
on electric power lineséng. Appl. A 2011.

[J26] C Stretch, T Eastman, ...R Eisner, ...R Greiner, and V Baracos. Prediction of skeletal
muscle and fat mass in patients with advanced cancer usirgaboniomic approachlNutrition,
2012.
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[J27] S Wang, S Wang, L Cheng, R Greiner, and D Schuurmans. Exploitingasyiet semantic
and lexical regularities in language modeling via diregtetkov random fieldsComputational
Intelligence 2012.

Refereed Conference ArticlegFull paper refereed, under 1-in-3 acceptance ratej

[C1] J Huang,T Zhu, R Greiner, D Zhou, and D Schuurmans. Information margmagitbon on
subgraphs. Ii*PKDD, 2006.

[C2] R Isukapalli, A Elgammal, and R Greiner. Learning policies for efficigntlentifying objects
of many classes. I'CPR 2006.

[C3] R Isukapalli, A Elgammal, and R Greiner. Learning to detect objects ofyn@asses using
binary classifiers. ieCCV, 2006.

[C4] R Isukapalli, A Elgammal, and R Greiner. Learning to identify facial eegsion during
detection using Markov decision. Kutomatic Face and Gesture Recognition (F&)06.

[C5] F Jiao,S Wang C Lee, R Greiner, and D Schuurmans. Semi-supervised conditranalom
fields for improved sequence segmentation and labelingdin*), 2006.

[C6] C Lee, R Greiner, and Wang Using query-specific variance estimates to combine bagesi
classifiers. INCML(*), 2006.

[C7] C Lee, R Greiner, and O Zaiane. Efficient spatial classificationgislecoupled conditional
random fields. IiPKDD, 2006.

[C8] C Lee, S Wang, F Jiao, D Schuurmans, and R Greiner. Learning to modelspipendency:
Semi-supervised discriminative random fields NP S*) , 2006.

[C9] B Price, R Greiner, G Hubl, ané Flatt. Automatic construction of personalized customer
interfaces. InUI(*), 2006.

[C10] D Szafron,B Poulin, R Eisner, P Lu, R Greiner, D WishartA Fyshe, ...and J Anvik.
Visual explanation and auditing of evidence with additilassifiers. INAAI, 2006.

[C11] S Wang S Wang, L Cheng, R Greiner, and D Schuurmans. Stochastigsisalf lexical
and semantic enhanced structural language modéht’lrCollog. Gram. Inf, 2006.

[C12] A Farhangfar, R Greiner, and M Zinkevich. A fast way to proglwptimal fixed-depth
decision trees. IRI&Math, 2007.

[C13] Y Guo and R Greiner. Optimistic active learning using mutual infation. InlJCAI(*),
2007.

[C14] O Schulte, W Luo, and R Greiner. Mind change optimal learmihigayes net structure. In
COLT(*), 2007.

[C15] D Wishart and R Greiner. Computational approaches to meiabcs: An introduction. In
Pacific Symposium on Biocomputjr&07.

[C16] A Isaza, J Lu, Vadim Bulitko, and R Greiner. A cover-based approach to ragéent
moving target pursuit. IAIIDE(*), 2008.

[C17] A Isaza, C Szepesvari, R Greiner, and V Bulitko. Speeding up planimidarkov decision
processes via automatically constructed abstractionSAl(), 2008.

[C18] C Lee, M Brown, S Wang, A Murtha, and R Greiner. Constrained classification on struc
tured data. IPAAAI(*), 2008.

[C19] C Lee, S Wang M Brown, A Murtha, and R Greiner. Segmenting brain tumors using
pseudo-conditional random fields. MiCCA(*), 2008.

[C20] P Hooper, Y Abbasi-Yadkori, R Greiner, aBdHoehn. Improved mean and variance ap-
proximations for belief net responses via network doubliimgUAI(*), 2009.

3All of the following Computing Science conferences are arahvenues, and serve as the primary means for
disseminating results; the ones marked witf)aare especially prestigious.
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[C21] A Farhangfar, R Greiner, and C Szepesvari. Learning to segment from a felwselected
training images. IMCML(*), 2009.

[C22] B Poczos Y Abbasi-Yadkori, C Szepesvari, R Greiner, and N Sturtevaearning when to
stop thinking and do something! I€CML(*), 2009.

[C23] O Schulte, G Frigo, R Greiner, and H Khosravi. A new hybridmoetfor bayesian network
learning. InSymp. Computational Intelligence and Data Mini2g09.

[C24] L Li, B Poczos C Szepesvari, and R Greiner. Budgeted distribution legrafrbelief net
parameters. IHICML(*), 2010.

[C25] S Ravanbakhsh B Poczosand R Greiner. A cross-entropy method that optimizes giayti
decomposable problems: A new way to interpret NMR spectrdAAI(*), 2010.

[C26] O Schulte, G Frigo, H Khosravi, and R Greiner. The IMAP hylméthod for learning
gaussian bayes nets. @Al 2010. |Awarded Best Paper pri#e

[C27] | Diaz, P Boulanger, R Greiner, and A Murtha. A critical review of #feect of de-noising
algorithms on MRI brain. INREEE Medicine and Biology Societ011.

[C28] C Yu, R GreinerH Lin, and V Baracos. Learning patient-specific cancer survisfiou-
tions as a sequence of dependent regressomsiA{*), 2011.

3 Other Evidence of Impact and Contributions
Awards, Invited Lectures
e Fellow of AAAI : (Assaociation for the Advancement of Artificial Intelliges); awarded 2007

e Faculty Research Award UofAlberta, Computing Science, 2007

Killam Fellowship, UofAlberta, 2006—2007.

ASTech Award (to AICML) for “Outstanding Leadership in Technology”, Odd@6
McCalla Professorship UofAlberta; 2005-2006

Best Paper O Schulte, G Frigo, H Khosravi, and R GreingCAl, 2010).

e Success at Competitions
* Placed 3rd in Multi-omics challenge on Obstructive Neplatbg challenge (2010)ttp:
/ltunedit.org/challenge/ON
* Obtained the top score in “ADHD-200 Global Competition” (20http://aicml.
cs.ualberta.ca/?q=node/80

¢ Delivered over 40 invited talks at research labs and univess in addition to conferences

_presentations.
Service

e Scientific Director, Alberta Ingenuity Centre for Machine Learning, 2006-2007

e Journal editorial boards: Machine Learning Springer;Journal of Artificial Intelligence
ResearchAl Access (Associate Editorjournal of Machine Learning Researohl Access.

e (Senior) Program Committefer over 20 conferences, including IJCAI, AAAI, UAI, ICML,
NIPS

e Evaluation Committee [Discovery Grants], NSERC 1507 (CompBtgence); 2010-2013
4 Contributions to the Training of Highly Qualified Personnel

In addition to the students listed earlier, | have also bederBal Examiner for many other PhD's,
around the world, and have served on numerous committeenday other MSc’s and PhD'’s,
mostly at UofAlberta.

linitiated the “"Al Seminar” in 1997, and have been coordimgit ever since. This series, which
involves guest speakers every week, draws around 60-80eyanpst of whom are students; these
student get to hear, then perhaps meet with, importanbvisitom around the world.



