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ABSTRACT

The integration of smart thermostats in home automation systems
has created an opportunity to optimize space heating and cooling
through the use of machine learning, for example for thermal model
identification. Nonetheless, its full potential remains untapped due
to the lack of a suitable learning scheme. Traditional centralized
learning (CL) and federated learning (FL) schemes could pose pri-
vacy and security concerns, and result in a generic model that
does not adequately represent thermal requirements and charac-
teristics of each individual home. To overcome these limitations,
in this paper we embrace the novel peer-to-peer learning scheme
for on-device training of home thermal models. Specifically, we
adapt the personalized peer-to-peer algorithm proposed in recent
work (called P3) to efficiently train personalized thermal models on
resource-constrained devices. Our preliminary experiments with
data from 1,000 homes, using the LSTMmodel, demonstrate that the
adapted P3 algorithm produces accurate and personalized thermal
models while being extremely energy-efficient, consuming respec-
tively 600 and 40 times less energy than theCL and FL schemes. This
result suggests that the P3 algorithm offers a privacy-conscious,
accurate, and energy-efficient solution for training thermal models
for the many homes in the building stock.
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1 INTRODUCTION

Smart thermostats have brought home automation systems to the
next level of intelligence thanks to their advanced sensing, commu-
nication, and control capabilities. Recent advancements have led to
the availability of sophisticated smart thermostats [2, 3, 13, 25, 29]
capable of running machine learning (ML) inference, fine-tuning,
and even on-device training of thermal models for the optimal con-
trol of a home’s thermal environment – a task that was deemed
impossible with programmable thermostats. Extensive research has
been conducted on developing thermal models for homes, ranging
from white-box modeling approaches that adhere to the laws of
physics [9, 18], to gray-box modeling approaches that estimate
the parameters of a low-order resistance-capacitance (RC) network
from the available sensor data [11, 15, 19, 26], to black-box models
using neural networks [21, 22, 28] such as Long Short-Term Mem-
ory (LSTM) and time-series statistical models [23], such as ARMA,
ARIMA, ARIMAX, and SARIMAX, which merely rely on the sensor
data generated by smart thermostats [22, 23, 28].

In this paper, we train thermal models based on LSTM to accu-
rately predict the room temperature. These models are trained using
three main schemes, namely centralized learning (CL), federated
learning (FL), and peer-to-peer (P2P) learning. In CL, sensor data
of each home are sent to a central server and used to train a global
thermal model. This raises privacy concerns since the data collected
by smart thermostats may contain private information (e.g., occu-
pancy pattern [16]). Furthermore, the central server is potentially
a single point of failure (SPoF). In FL, the central server does not
have access to the homes’ raw data. Instead, it aggregates the model
updates computed locally by the participating homes. However, an
honest-but-curious server can still infer private information from
a client’s updates [12]. Moreover, the aggregation server is still
a SPoF. A recently developed alternative is peer-to-peer learning,
where the central server is eliminated [7, 27], thereby alleviating the
SPoF issue and mitigating privacy attacks by an honest-but-curious
server. In this approach, every client (i.e., home) trains the respec-
tive thermal model locally, then improves it through collaboration
with its neighboring peers.

https://doi.org/10.1145/3575813.3597453
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We embrace the P2P learning scheme by adapting the personal-
ized peer-to-peer (P3) algorithm of [5], and execute it on commodity
devices such as mobile phones. To minimize the time and energy
required to train the thermal models, we take advantage of two ab-
straction techniques: spatial abstraction via clustering and temporal
abstraction via data down-sampling. The empirical results show
that, among the three learning schemes, P3 is more accurate and
energy efficient, with 600 and 40 times less energy consumption
than CL and FL, respectively. Our contribution is twofold:

• We customize the P3 algorithm using a new aggregation rule
based on the similarity between the neighboring homes to
train accurate and personalized home thermal models.

• We demonstrate that training thermal models using tem-
poral and spatial abstractions for the three schemes results
better accuracy and reduction in energy use. However, P3
is extremely energy efficient compared to CL and FL even
without abstraction.

The rest of the paper is organized as follows. In Section 2, we
give an overview of the related work. Section 3 briefly presents the
P3 algorithm and how it is customized for the thermal modeling
task. In Section 4, we describe our spatial and temporal abstraction
techniques. Section 5 compares the three learning schemes from
the perspectives of energy and performance. Section 6 concludes
the paper and presents some directions for future work.

2 RELATEDWORK

Several attempts have been made in the past to develop a thermal
model for homes and buildings, and to predict the room temperature
for the optimal operation of the HVAC system. These techniques
can be classified into three categories:

White-box models. They use detailed information about the
building structure and geometry to write complex mathematical
equations based on the laws of thermodynamics [18]. These models
are used in popular building performance simulation software, such
as EnergyPlus [10].

Grey-box models. They involve mapping the building’s enve-
lope and its interior walls into a number of temperature-uniform
lumps in a Resistance–Capacitance (RC) network [4]. Then, they
use the available smart thermostat data to estimate the parameters
of this model [14, 15, 19].

Black-box models. They use the sensor data emitted by the
building’s smart thermostat to build a model to predict the room
temperature. This model can be a time-series model, such as au-
toregressive model with exogenous inputs (ARX) [23] and autore-
gressive “moving-average” model with exogenous inputs (ARMAX)
[24], or a neural network model, such as multilayer perceptron
(MLP) [21, 22] or long short-term memory (LSTM) [21]. We pursue
this line of work in this paper.

3 PEER-TO-PEER LEARNING OF THERMAL

MODELS

We consider a set of homes that wish to train an ML model for pre-
dicting the room temperature using the data collected by their smart
thermostat sensors, while taking into account the thermal models

Figure 1: Graphical presentation of temporal abstraction us-

ing 15-minute intervals. Similar homes are grouped into clus-

ters, and their data are aggregated and down-sampled in the

case of CL, or down-sampled in the case of FL and P3.

of other homes over a peer-to-peer network. This network graph
represents a semantic overlay on top of the communication layer,
defining a gateway between pairs of homes sharing similar charac-
teristics, without revealing their identity or sharing their private
data. Each home aims to learn a personalized thermal model that re-
flects its own data, while incorporating the collective knowledge of
similar homes to improve its thermal model in a privacy-preserving
fashion. Hereafter, we use “home” to refer to both the physical
home and its device used for communication and model training.

To train personalized thermal models in a peer-to-peer fashion,
we adopt the P3 algorithm proposed in [5], which consists of two
training phases: a local learning phase, where each home learns a
thermal model locally, and a collaboration phase, where homes col-
laborate to enhance their locally trained models. However, instead
of the generic version presented in [5], we use an adapted version
of P3 that allows for homes with varying computational capabilities
to participate in the collaborative training using adequate sample
sizes 𝑠𝑖 , thereby democratizing the participation in training of ther-
mal models for all homes. To further enhance the collaboration,
we propose a new aggregation rule defined in Equation 1 to obtain
weighted model updates \𝑡

𝑖
for each home 𝑖 at round 𝑡 based on the

similarity between neighboring homes:

\𝑡𝑖 =
1

|𝑉 𝑡
𝑖
|

∑︁
𝑗∈𝑉 𝑡

𝑖

𝑊𝑖 𝑗

𝐷𝑖𝑖
𝑤 𝑗 (1)

where𝑉 𝑡
𝑖
is the set of received and accepted updates from neighbors,

𝑊𝑖 𝑗 is the weighted edge between home 𝑖 and its neighbor 𝑗 with
𝐷𝑖𝑖 =

∑𝑑 (𝑖 )
𝑗=1 𝑊𝑖 𝑗 , such that 𝑑 (𝑖) denotes the degree of node 𝑖 .

4 METHODOLOGY

We now present our methodology for efficiently training thermal
models using the three learning schemes: CL, FL, and P3.

4.1 Temporal Abstraction

Most smart thermostats are equipped with multiple sensors that
continuously record quantities related to the indoor and outdoor
environments, often at high-frequency (e.g., five minute intervals)



Efficient and Accurate Peer-to-Peer Training of Machine Learning Based Home Thermal Models e-Energy ’23, June 20–23, 2023, Orlando, FL, USA

for real-time monitoring. However, the fluctuation in indoor tem-
perature over such short intervals is generally small, and can be
neglected when designing temperature prediction models. Under
this assumption, we suggest using numerical abstraction [8] to
derive approximations of the home’s environment in larger time
intervals, in order to reduce the size of data for fast and energy-
efficient thermal model training. Furthermore, the proposed tempo-
ral abstraction allows homes to share less detailed sensor data, thus
protecting their privacy. We downsample successive home records
to larger time intervals of 15, 30, and 60 minutes. Figure 1 illustrates
this temporal abstraction using 15-minute intervals.

4.2 Clustering of Homes

Buildings have different thermal properties that depend on various
factors, such as location, floor area, and age. The training of a single
thermal model, representative of all homes, is therefore not a viable
solution. To address this problem, we allow similar homes to train
their thermal models together. Hossain et al. [15] have shown that
homes in the same climate zone with comparable floor area and age
exhibit similar thermal behavior. Assuming we have access to this
metadata (location, floor area, and age of homes), we performed
clustering using k-means on normalized values of “floor area” and
“age” properties to group similar homes into a small number of clus-
ters, 𝑘 , that is chosen using the elbow method [17]. Homes within
each cluster can either send their data to the cloud for centralized
model training, jointly train a representative model using FL, or
collaboratively learn a personalized model by connecting to each
other using the P3 algorithm.

5 EVALUATION

In this section, we first introduce the implementation details, dataset
and configured temporal abstraction scenarios used in our experi-
ments. Then, we evaluate the P3 algorithm and compare it to FL
and CL from the perspective of energy consumption and accuracy.

5.1 Experimental Setup

5.1.1 Implementation Details. In our experiments, we use two hard-
ware configurations. A workstation representing the central server
for both CL and FL, and mid-range Android mobile devices to rep-
resent the resource-constrained device (i.e., limited compute power
and energy supply) that homes can afford when training the ther-
mal model, in the case of FL and P3. Table 1 presents hardware and
software specifications of both configurations. The experiments
involving the server were conducted by setting the frequency of
the server’s CPU to the highest, lowest, and middle values. Our
experiments confirmed that using the middle frequency results in
the most energy-efficient training. Thus, all experiments were run
using the middle frequency value of the processor (i.e., 1.7 GHz).

The source code of our implementation for both Linux servers
and Android mobile devices can be found at [1].

5.1.2 Smart Thermostat Dataset. To evaluate the proposed ap-
proaches, we considered a dataset of smart thermostats for 1,000
homes in 4 US states: California, New York, Texas, and Illinois.
The dataset is collected within the context of the Ecobee’s “Donate
Your Data” dataset initiative [20]. It contains time-series data with
5-minute resolution collected over 12 months in 2017, spanning

Platform OS CPU Frequency RAM

Linux

Server

Ubuntu
20.04 LTS

Intel Xeon
W-2123

Min 1.2 GHz
Max 3.6 GHz

32GB
DDR4

Android

Device

Android
11

Qualcomm
SDM710

Min 1.7 GHz
Max 2.2 GHz

4GB
DDR4

Table 1: Hardware and software characteristics of the consid-

ered server and Android device used in our experiments.

all 4 seasons. The size of the dataset is 34 GB. It includes the fol-
lowing features: “Floor area” (Square foot), “Age” (Scalar, year of
construction), “Indoor temperature” (Fahrenheit), “Outdoor temper-
ature” (Fahrenheit), “Indoor humidity” (%RH), “Outdoor humidity”
(%RH), “Indoor cool setpoint” (Fahrenheit), “Indoor heat setpoint"
(Fahrenheit), and “Operating mode of HVAC” (Boolean).

5.1.3 Temporal Abstraction Scenarios. We set up four different sce-
narios in our experiments to train thermal models using the LSTM
model. In the first three temporal abstraction scenarios, namely “1
Hour”, “30 Min”, and “15 Min”, the records of homes within the
same time interval (i.e., 15, 30, or 60 minutes) are averaged to a sin-
gle record for each timestamp; then, the resolution of the resulting
records is reduced to the target time interval. This down-sampling
technique greatly reduces the size of the training data, enabling
even less powerful devices to participate in model training and save
network bandwidth in the case of exchanging raw data. The “5
Min” scenario corresponds to the default interval of 5 minutes in
FL and P3, whereas for CL we average the homes’ records without
down-sampling. Finally, in the default “RAW” scenario for CL, the
received homes’ raw data are concatenated without any abstraction.

5.1.4 ML Model and Training Parameters. To evaluate our model
training methodology, we considered a powerful LSTM model for
room temperature prediction. To train each thermal model, we used
85% of the dataset; the remaining 15%was dedicated to testing. More
precisely, for each season of the year (i.e., 3 months), we considered
two and a half months for training and the remaining 15 days were
used to test the learned models. In the experiments conducted under
the CL setup, the thermal model was trained for 5 epochs (𝑒 = 5).
In the FL setup, a global model was trained for 100 rounds, with
each home training the received model for one epoch (𝑒 = 1) before
sending back its updated model to the server for aggregation. As
for P3, each home trained a local model for a single epoch (𝑒 = 1)
using its local data before joining the collaborative training, where
the homes trained their personalized thermal models on a small
number of samples. These samples were configured with batch sizes
𝑠 of 128 (the default value), 256, 512, and 1024 samples.

5.2 Accuracy and Efficiency of P3

We present the performance and energy consumption results of CL,
FL and P3 in this section. We considered our proposed clustering
methodology for CL and FL. For P3, we generated a network graph
of homes by constructing a sparse similarity matrix𝑊𝑖 𝑗 , resulting
in each home having 10 neighbors on average.

5.2.1 Model Performance. Figures 2a and 2b show the accuracy1
of the trained LSTM models under the studied learning schemes,
using our proposed temporal abstraction scenarios. To highlight the
1Mathematical formulas of RMSE and MAE are given in Section A.3 of [6].
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Figure 2: Performance and energy consumption of training an LSTM thermal model in CL, FL and P3, using different temporal

abstractions. In (c), we use a logarithmic scale, as the energy use of CL and FL is significantly higher than P3.

significance of the collaborative learning phase of P3 in improving
the performance of the trained models, we have included the case
of Local Learning (LL), where each home trains its thermal model
locally for five complete epochs (𝑒 = 5) without getting involved in
any collaboration with other homes. Since P3 allows each home to
learn its own personalizedmodel, the bars with solid color represent
the best accuracy value that homes achieved on average, and the
dashed bars represent the standard deviation of the accuracy values.

Figures 2a and 2b show that when homes train their model lo-
cally, they typically learn a much worse thermal model compared to
the other learning schemes, regardless of the temporal abstraction
we use. The large dashed bars in LL indicate that some homes can
still learn accurate thermal models if they have sufficient training
data and computational resource. However, the majority of homes
fail to learn a sufficiently accurate thermal model. The P3 algorithm
enables these homes to collaborate and achieve a better thermal
model by exchanging model updates, using a small enough number
of samples that even homes with newly installed smart thermostats
can obtain after a few hours of operation. Depending on the cho-
sen sample size, P3 can perform more computation and result in
better thermal models, as seen with 𝑃3𝑠=128 and 𝑃3𝑠=512. Further-
more, using larger abstraction intervals (e.g., “30 Min” scenario)
can greatly reduce the computational and energy requirement for
thermal model training of homes using resource-constrained de-
vices, at the cost of a small reduction in model accuracy, as depicted
in both figures.

Except for the “1 Hour” scenario, the performance of P3 was on
average slightly worse than CL and FL. This is not surprising for
CL, given that the server receives data from all homes, and trains a
single model accordingly. It is important to mention that we have
trained the thermal models for CL using the “RAW” scenario and
achieved the worst performance (see Figure 3a in the appendix). In
comparison, homes in FL update the global model using the full
dataset for each round, while P3 uses a limited number of samples
(to account for homes using weak devices for training) and aims to
reduce the training energy use. Nevertheless, many homes in P3
performed better than FL using much less training data, while other
homes (around 25 out of 207 homes, according to our experiments)
performed much worse, resulting in high standard deviation.

5.2.2 Energy Consumption. We evaluated the energy consumption
of the LSTM model training for each one of the three temporal
scenarios (“1 Hour”, “30 Min”, and “15” Min) and the “5 Min” sce-
nario, which represents the default interval for FL and P3, and the
averaging scenario for CL. For P3, both the default (𝑠 = 128), and
the optimal (𝑠 = 512) batch sizes are presented, while for FL, we
differentiate between the energy consumed by the server (𝐹𝐿𝑠𝑒𝑟𝑣𝑒𝑟 )
and mobile devices (𝐹𝐿𝑑𝑒𝑣𝑖𝑐𝑒𝑠 ). It is worth mentioning that, despite
the small bars of the energy consumed by the devices for FL in
Figure 2c (due to the logarithmic scale of the Y-axis), the energy
consumption is still significant. For example, in the “15 Min” sce-
nario, the energy consumed by 𝐹𝐿𝑠𝑒𝑟𝑣𝑒𝑟 was 49208 Joules, while
𝐹𝐿𝑑𝑒𝑣𝑖𝑐𝑒𝑠 consumed 13301 Joules. In the same setting, 𝑃3𝑠=512 con-
sumed only 2182 Joules. Figure 2c gives the energy consumption (in
Joules) of the different experiments conducted. When comparing
P3 and CL, except for the “1 Hour” scenario (where CL has a slight
edge over P3 for a batch size of 128), in all other scenarios, P3 trains
the thermal model for each home more efficiently than CL (both
for batch sizes 128 and 512), especially for the “5 Min” scenario,
where the difference is quite significant. Comparing P3 and FL,
for all considered scenarios, P3 is extremely energy efficient. It is
worth underlying the enormous energy consumption of the mobile
devices in FL (dashed boxes in Figure 2c, compared to P3.

6 CONCLUSION

We adopted the P2P learning scheme and customized the personal-
ized peer-to-peer (P3) algorithm of [5] for training home thermal
models by proposing a new aggregation rule based on the similari-
ties between the neighboring homes, which turned out to be crucial
for obtaining a personalized thermal model for each home. Further-
more, we employed temporal and spatial abstraction techniques
to reduce the runtime and energy use of training the models. Our
experiments showed that P3 enables model training in an extremely
energy-efficient manner, compared to CL and FL, while maintain-
ing high accuracy. Thus, it offers a private and practical approach
for training thermal models that can be incorporated in the HVAC
control loop. In future work, we plan to leverage heterogeneity of
smart thermostats to make possible adaptive contribution to model
training, depending on their hardware capabilities.
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(a) CLmodel accuracy in terms of RMSE and
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(b) Energy consumption of model training

in CL, using different temporal abstractions.
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Figure 3: Accuracy and energy consumption of thermal model training using our proposed temporal abstraction (1 Hour, 30

Min, and 15 Min) compared to traditional training on raw data under CL, FL, and P3.

A IMPACT OF TEMPORAL ABSTRACTION

In this set of experiments, we evaluated the effectiveness of our
proposed temporal abstraction in terms of model performance and
energy required to train the thermal models. Figures 3a and 3b re-
port the RMSE and MAE accuracy, and the energy consumption of
the trained model in CL, using the suggested temporal abstraction
scenarios of “1 Hour”, “30 Min”, “15 Min” and “5 Min”, compared to
the “RAW” scenario, representing the traditional way of training a
model. All abstraction scenarios performed better than “RAW” in
terms of RMSE and MAE, and consumed significantly less energy
than the “RAW” scenario. The “15 Min” and “30 Min” scenarios
resulted in balanced trade-off between accuracy and energy con-
sumption, allowing for accurate and energy efficient thermal model
training. Figure 3c presents the total energy consumed when tra-
ditionally training (i.e., without temporal abstraction) the thermal
models using the three learning schemes of CL, FL and P3. Note
that traditional training corresponds to the “RAW” scenario for CL
and the “5 Min” scenario for FL and P3, where training is done
using the whole dataset, with no temporal abstraction. It appeared
that CL required a lot of energy, whereas the P3 algorithm (even
without temporal abstraction) could train personalized thermal
models in an extremely energy-efficient way, thanks to the usage
of low-power mobile devices, and no server involvement. Further-
more, the execution time required to train the thermal models can
be significantly reduced when using temporal abstraction. For in-
stance, in the case of P3, model training with 1 Hour abstraction
required 93% less time compared to training without abstraction,
as described in Table 2.

Temporal abstraction 1

Hour

30

Min

15

Min

5

Min

Execution time (seconds) 629
(7%)

1343
(15%)

2518
(28%)

8821
(100%)

Table 2: Execution time of P3, running for 300 rounds under

different temporal abstraction scenarios.

B IMPACT OF HOMES CLUSTERING

Clustering homes into groups of similar homes enables the train-
ing of a single thermal model representative of all homes within
each cluster. Figure 4 shows the accuracy in terms of RMSE of ther-
mal models trained with and without considering home clustering.
Except for the case of the “RAW” scenario in CL where cluster-
ing resulted in data redundancy (i.e., overfitting), all experiments
in both CL and FL resulted in better models when clustering is
considered. In the case of P3, although it is possible to maintain
connection with all homes of the cluster, it can be costly in terms
of network bandwidth as well as update computation. Thus, we
connect homes with a small set of similar neighbors (around 10
homes in our experiments) that is enough to learn a personalized
thermal model accurately and efficiently.
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Figure 4: Accuracy in terms of RMSE for CL and FL when

training a thermal model using data from all homes, com-

pared to training a thermal model for each cluster of homes.


	Abstract
	1 Introduction
	2 Related Work
	3 Peer-to-Peer Learning of Thermal Models
	4 Methodology
	4.1 Temporal Abstraction
	4.2 Clustering of Homes

	5 Evaluation
	5.1 Experimental Setup
	5.2 Accuracy and Efficiency of P3

	6 Conclusion
	References
	A Impact of Temporal Abstraction
	B Impact of Homes Clustering

