# Hardness and Approximation Results for Packing Steiner Trees 

Mohammad R. Salavatipour<br>Department of Computing Science<br>University of Alberta

joint with

Joseph Cheriyan
Department of Combinatorics and Optimization
University of Waterloo

## A Network Problem

A network $N$ with a broadcaster, we want to send some streams of video to some users


## A Network Problem

A network $N$ with a broadcaster, we want to send some streams of video to some users

- Users (terminals): a subset of nodes that have requested these streams,
- Routers: every node (including the users) can pass the data,



## A Network Problem

A network $N$ with a broadcaster, we want to send some streams of video to some users

- Users (terminals): a subset of nodes that have requested these streams,
- Routers: every node (including the users) can pass the data,



## A Network Problem

A network $N$ with a broadcaster, we want to send some streams of video to some users

- Users (terminals): a subset of nodes that have requested these streams,
- Routers: every node (including the users) can pass the data,

Each stream of video traverses a tree in $N$ that contains broadcaster and users, called Steiner tree.


## A Network Problem

A network $N$ with a broadcaster, we want to send some streams of video to some users

- Users (terminals): a subset of nodes that have requested these streams,
- Routers: every node (including the users) can pass the data,

Each stream of video traverses a tree in $N$ that contains broadcaster and users, called Steiner tree.
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A network $N$ with a broadcaster, we want to send some streams of video to some users

- Users (terminals): a subset of nodes that have requested these streams,
- Routers: every node (including the users) can pass the data,

Each stream of video traverses a tree in $N$ that contains broadcaster and users, called Steiner tree.

Goal: Find the maximum number of edge-disjoint Steiner trees.
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Theorem 1: PEU is APX-hard even with 4 termianls, i.e. there is an absolute constant $c>1$ s.t. there is no $c$-approximation algorithm for PEU even if $|T|=4$, unless $P=N P$.

Proof idea:
A reduction from Bounded 3-Dimensional-Matching (B3DM).
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By easy reductions, we can show that PED and PVD are equally hard:
Theorem 4: There are poly. time approximation preserving reductions from PED to PVD and from PVD to PED.

Therefore, we only focus on finding algorithms and proving hardness for PED.
Lau showed that there is a 26-approx algorithm for PEU. How about PED?
Theorem 5: For any $\epsilon>0$, there is an $O\left(m^{\frac{1}{2}+\epsilon}\right)$-approximation for PED, with $m$ being the number of edges.

The basic idea is:

1. Formulate PED as an ILP and relax it to LP (i.e. take fractional PED)
2. Try to solve this LP (maybe approximately)
3. Use randomized rounding to obtain an integral solution.

Take the LP corresponding to Fractional PED and and consider the dual LP.

Take the LP corresponding to Fractional PED and and consider the dual LP.
The separation oracle for the dual is min directed Steiner tree problem.

Take the LP corresponding to Fractional PED and and consider the dual LP.
The separation oracle for the dual is min directed Steiner tree problem.
Min Directed Steiner: Given directed weighted graph $G$ and $T \subseteq V$ containing a root $r$, find min weight (rooted) Steiner tree.

Take the LP corresponding to Fractional PED and and consider the dual LP.
The separation oracle for the dual is min directed Steiner tree problem.
Min Directed Steiner: Given directed weighted graph $G$ and $T \subseteq V$ containing a root $r$, find min weight (rooted) Steiner tree.

This is NP-hard, even hard to approximate within $O\left(\log ^{2-\epsilon} n\right)$ factor (Halperin \& Krauthgamer '03). But . . .

Take the LP corresponding to Fractional PED and and consider the dual LP.
The separation oracle for the dual is min directed Steiner tree problem.
Min Directed Steiner: Given directed weighted graph $G$ and $T \subseteq V$ containing a root $r$, find min weight (rooted) Steiner tree.

This is NP-hard, even hard to approximate within $O\left(\log ^{2-\epsilon} n\right)$ factor (Halperin \& Krauthgamer '03). But . . .

Theorem (Charikar, Chekuri, Cheung, Dai, Goel, Guha, \& Li'99): Min. directed Steiner tree can be approximated within $O\left(n^{\epsilon}\right)$, for any $\epsilon>0$.

Take the LP corresponding to Fractional PED and and consider the dual LP.
The separation oracle for the dual is min directed Steiner tree problem.
Min Directed Steiner: Given directed weighted graph $G$ and $T \subseteq V$ containing a root $r$, find min weight (rooted) Steiner tree.

This is NP-hard, even hard to approximate within $O\left(\log ^{2-\epsilon} n\right)$ factor (Halperin \& Krauthgamer '03). But . . .

Theorem (Charikar, Chekuri, Cheung, Dai, Goel, Guha, \& Li'99): Min. directed Steiner tree can be approximated within $O\left(n^{\epsilon}\right)$, for any $\epsilon>0$.

The result of Jain, Mahdian, and Salavatipour can be extended to prove:
Theorem 6: There is an $\alpha$-approx algorithm for fractional PED iff there is an $\alpha$-approx algorithm for min directed Steiner tree.

Take the LP corresponding to Fractional PED and and consider the dual LP.
The separation oracle for the dual is min directed Steiner tree problem.
Min Directed Steiner: Given directed weighted graph $G$ and $T \subseteq V$ containing a root $r$, find min weight (rooted) Steiner tree.
This is NP-hard, even hard to approximate within $O\left(\log ^{2-\epsilon} n\right)$ factor (Halperin \& Krauthgamer '03). But . . .

Theorem (Charikar, Chekuri, Cheung, Dai, Goel, Guha, \& Li'99): Min. directed Steiner tree can be approximated within $O\left(n^{\epsilon}\right)$, for any $\epsilon>0$.

The result of Jain, Mahdian, and Salavatipour can be extended to prove:
Theorem 6: There is an $\alpha$-approx algorithm for fractional PED iff there is an $\alpha$-approx algorithm for min directed Steiner tree.

Corollary: There is an $O\left(n^{\epsilon}\right)$-approx algorithm for fractional PED.

Take the LP corresponding to Fractional PED and and consider the dual LP.
The separation oracle for the dual is min directed Steiner tree problem.
Min Directed Steiner: Given directed weighted graph $G$ and $T \subseteq V$ containing a root $r$, find min weight (rooted) Steiner tree.
This is NP-hard, even hard to approximate within $O\left(\log ^{2-\epsilon} n\right)$ factor (Halperin \& Krauthgamer '03). But ...
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The result of Jain, Mahdian, and Salavatipour can be extended to prove:
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Theorem 11: We can approximate PVU within $O(\log n \sqrt{n})$.
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## Thanks!

