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Marlos C. Machado Class 8/12

“For even the very wise cannot see all ends.”

J.R.R. Tolkien, The Fellowship of the Ring



● Chapter 9: On-policy Prediction with Approximation.

● Chapter 10: On-policy Control with Approximation.

○ I might not talk about the Average Reward formulation.

● 15:30 to 16:50: Guest Lecture by Andrew Patterson:
Empirical Practices in Reinforcement Learning.

Plan
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● On the project

○ The project proposal was due on Wednesday. I’ll try to mark everything by next week.

○ Three people (a group?) have not submitted the project proposal yet.

● There is no scheduled Coursera activity for you to do next week.

Reminder
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Please, interrupt me at any time!

CMPUT 655 – Class 8/126

Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.html



● Let v̂(x, w) = x⊤w. We have ∇wv̂(x, w) = x(s).

● Thus, wt+1 ≐ wt + α [Ut - v̂(x, w)] ∇wv̂(x, w) becomes:

wt+1 ≐ wt + α [Ut - v̂(x, w)]x.

Last Class: Linear Function Approximation
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Last Class: Polynomials Features
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● Doesn’t work so well, but they are one of the simplest families of features.

● Suppose an RL problem has states with two numerical dimensions. 

But what about interactions? What if both features were zero?

And we can keep going… 
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● Fourier series expresses periodic functions as weighted sums of sine and cosine 
basis functions (features) of different frequencies.

● Fourier features are easy to use and can perform well in several RL problems.

● When using the Fourier series and the more general Fourier transform, with 
enough basis functions essentially any function can be approximated as 
accurately as desired.

Fourier Basis
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Fourier Basis
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● Consider the one-dimensional case. The cosine basis consists of the n + 1 features

 
for i = 0, …, n. The figure below shows one-dimensional Fourier cosine features xi, 
for i = 1, 2, 3, 4; x0 is a constant function.
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Fourier Basis Beyond One Dimension
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Fourier Basis – Example

CMPUT 655 – Class 8/12

Marlos C. Machado

● Consider representing a state as a vector of 2 numbers (k = 2), where each            
ci = (ci

1, c
i
2)
⊤.

13

The feature is constant 
over the first dimension 

and varies over the 
second dimension 
depending on c2.

The feature varies 
along both 

dimensions and 
represents an 

interaction 
between the two 
state variables
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● Consider a task in which the natural representation of the state set is a 
continuous two- dimensional space.

● We define binary features indicating
whether a state is present or not in
a specific circle.

Coarse Coding
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The shape defines generalization

Receptive
Field



● Tile coding is a form of coarse coding for multi-dimensional continuous spaces
(with a fixed number of active features per timestep).

Tile Coding
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Tile Coding
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● Successor Representation [Dayan, Neural Computation 1993].

●

●

It Isn’t that We do Function Approximation Because We 
Cannot do Tabular Reinforcement Learning
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● The basics of deep reinforcement learning.

● Idea: Instead of using linear features, we feed the “raw” input to a neural network 
and ask it to predict the state (or state-action) value function.

Nonlinear Function Approximation: Artificial Neural Networks
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Neural Networks

CMPUT 655 – Class 8/12

Marlos C. Machado

22



Neural Networks
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E.g.: f(x) = max(0, x)



Neural Networks
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Neural Networks
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Neural Networks
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Representation
(Learned features)



27

Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.html

CMPUT 655 – Class 8/12



Remember: Semi-gradient TD(0)
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A Note from the Textbook
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Deep Convolutional Network
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Deep Convolutional Network
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[Figure from demo in https://cs231n.github.io/convolutional-networks/]

]



Learned Representations
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[Figure from https://cs231n.github.io/understanding-cnn/]

]
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● With more computation per time step we can do better.

● Why not compute the TD fixed point exactly?

● Why not use the data to estimate A and b?

Least-Squares TD (LSTD)
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Ensures it is
always invertible



Least-Squares TD (LSTD)
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Sherman-Morrison
formula
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● Instead of updating some parameters and discarding the training example, we 
save (a subset of) training examples in memory as they arrive.

● When we want to query a state’s value estimate, we retrieve examples from 
memory and use them to compute such an estimate. That’s lazy learning.

● These are nonparametric methods.

● Nearest neighbor is the simplest example, and weighted average a slightly more 
complicated one. 
○ It finds the example in memory whose state is closest to the query state and returns that example’s 

value as the approximate value of the query state.

● Naturally they inherit the benefits and trade-offs of nonparametric methods.

Memory-based Function Approximation
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● The function that assigns the weights in the weighted average is called a kernel 
function, or simply kernel, k(s, s’).

● k(s, s’) is a measure of the strength of generalization from s’ to s. How relevant is 
the knowledge about state s to state s’.

● Kernel regression, where g(s’) denotes the target for state s’. 

Kernel-based Function Approximation
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Example of a kernel function: Radial Basis Functions (RBFs)
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Control



● More of the same, but now

and
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Overview



Episodic Semi-gradient Sarsa
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Episodic Semi-gradient n-step Sarsa
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● It is applicable to continuing problems.
○ Different from the discounted setting, every time step is equally important.

● In this problem formulation, the quality of a policy π is defined by the avg. reward:

Average Reward: A New Problem Setting for Continuing Tasks

The MDP needs to be ergodic: in the 
long run the expectation of being in a 
state depends only on the policy and 

the MDP transition probabilities
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The steady state distribution μπ is the 
special distribution under which, if you 

select actions according to π, you 
remain in the same distribution.
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● We can order policies by their average reward per time step.

● Returns are defined in terms of difference between rewards and the avg. reward:

What’s a Good Policy in the Average Reward Formulation

Differential
return
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● We can order policies by their average reward per time step.

● Returns are defined in terms of difference between rewards and the avg. reward:

● Correspondingly, we have differential value functions:

What’s a Good Policy in the Average Reward Formulation

Differential
return
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There’s also the Differential form of TD errors
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Things Stay Pretty Much the Same Then
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The “Futility” of Discounting in Continuing Problems
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The discounting factor 
still is a very useful 

hyperparameter for the 
algorithm itself.
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Differential n-step return and n-step TD error
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Things Stay Pretty Much the Same Then
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