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“(...) Muad'Dib learned rapidly because his first training was in how to 

learn. And the first lesson of all was the basic trust that he could 

learn. It's shocking to find how many people do not believe they can 

learn, and how many more believe learning to be difficult. Muad'Dib 

knew that every experience carries its lesson.”

Frank Herbert, Dune



Plan

● Chapter 5: Monte-Carlo Methods

○ Off-Policy Prediction and Control with Importance Sampling

● Chapter 6: Temporal-Difference Learning

○ TD learning

○ Sarsa

○ Q-Learning

○ Expected Sarsa

● Chapter 7: n-Step Bootstrapping

● General value functions
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You should be enrolled in the private session we created in Coursera for CMPUT 365.

I cannot use marks from the public repository for your course marks.

You need to check, every time, if you are in the private session and if you are submitting 
quizzes and assignments to the private section. 

The deadlines in the public session do not align with the deadlines in Coursera.

If you have any questions or concerns, talk with the TAs or email us 

cmput655@ualberta.ca.

Reminder I
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Reminder II

● You just submitted 2 practice quizzes and 2 programming assignments: 

○ Week 2 of Sample-based Learning Methods: TD Learning Methods for Prediction.

○ Week 3 of Sample-based Learning Methods: TD Learning Methods for Control.

● Next week only 1 practice quiz and programming assignment:

○ Week 4 of Sample-based Learning Methods: Planning, Learning, and Acting.

● The project proposal is due in 2 weeks!
As well as, for now, 3 weeks of Coursera content: Prediction and Control with 
Function Approximation.
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Please, interrupt me at any time!
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Monte-Carlo Methods
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● We stopped after On-policy first-visit MC control (for ε-soft policies).

● … but how can we learn about the optimal policy while behaving according to an 
exploratory policy? We need to behave non-optimally in order to explore 🤔.

● So far we have been on-policy, which is a compromise: we learn about a 
near-optimal policy, not the optimal one.

● But what if we had two policies? We use one for exploration but we learn about 
another one, which would be the optimal policy?

Learning with exploration
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That’s off-policy learning!

Behaviour policy

Target policy



Cons

● It is more complicated.

● It has much more variance.
○ Thus it can be much slower to learn.

● It can be unstable.

Pros

● It is more general.

● It is more powerful.

● It can benefit from external data
○ and other additional use cases.

Pros and cons of off-policy learning
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Check Example 5.5 in 
the textbook about 
Infinite Variance



What’s the actual issue?

Let π denote the target policy, and let b denote the behaviour policy.

We want to estimate 𝔼π[Gt], but what we can actually directly estimate is 𝔼b[Gt].            

In other words, 𝔼[Gt |St = s] = vb(s).
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Importance Sampling

A general technique for estimating expected values under one distribution given 
samples from another. It is based on re-weighting the probabilities of an event. 
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Importance Sampling

In RL, the probability of a trajectory is:
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Importance Sampling

In RL, the probability of a trajectory is:

the relative prob. of the traj. under the target and behavior policies (the IS ratio) is:

The IS ratio does 
not depend on the 
MDP, that is, on            
p(s’, r | s, a)!

We require coverage: 
b(a|s) > 0 when π(a|s) > 0
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The solution

The ratio ρt:T-1 transforms the returns to have the right expected value:
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Ordinary importance sampling: 

Weighted importance sampling:

Set of all time steps in 
which state s is visited.



Incremental update (Weighted IS)

We want to form the estimate 
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The update rule for Vn is

and  
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Putting Everything Together for Prediction
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Putting Everything Together for Control
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Interlude
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● Main features of a reinforcement learning problem:

○ Trial-and-error learning

○ Exploration

○ Delayed credit assignment

An overview
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● Main features of a reinforcement learning problem:

○ Trial-and-error learning

○ Exploration

○ Delayed credit assignment

An overview
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A flavour of RL: Bandits (Chapter 2)



● Main features of a reinforcement learning problem:

○ Trial-and-error learning

○ Exploration

○ Delayed credit assignment

An overview
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But what does that mean?
What is this sequential decision-making 
problem we are trying to solve?
What does solution mean here?

A problem formulation: MDPs (Chapter 3)



● Main features of a reinforcement learning problem:

○ Trial-and-error learning

○ Exploration

○ Delayed credit assignment

● What about the solution?

An overview
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A first solution: Dynamic Programming (Chapter 4)



● Main features of a reinforcement learning problem:

○ Trial-and-error learning

○ Exploration

○ Delayed credit assignment

● What about the solution?

○ Dynamic programming!

An overview
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We need to know p(s’, r | s, a) and it 
can be computationally expensive to 
solve the system of linear equations.

Our first learning algorithm: Monte Carlo Methods (Chapter 5)



● Main features of a reinforcement learning problem:

○ Trial-and-error learning

○ Exploration

○ Delayed credit assignment

● What about the solution?

○ Dynamic programming

○ Monte Carlo methods

An overview
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Do we really need to wait until the end of 
an episode to learn something?

The core idea behind RL:  Temporal-Difference Learning (Chapter 6)



● Main features of a reinforcement learning problem:

○ Trial-and-error learning

○ Exploration

○ Delayed credit assignment

● What about the solution?

○ Dynamic programming

○ Monte Carlo methods

○ TD learning

An overview
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We learn from experience like MC methods 
but we bootstrap like we do in DP.
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Prediction
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“If one had to identify one idea as central and novel to reinforcement learning, it 
would undoubtedly be temporal-difference (TD) learning.”

Temporal-difference learning – Why?



TD Prediction

A simple every-visit Monte Carlo method is:
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What if we don’t want to wait until we 
have a full return (end of episode)!
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TD Prediction

A simple every-visit Monte Carlo method is:

Temporal-Difference Learning:
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TD Prediction

A simple every-visit Monte Carlo method is:

Temporal-Difference Learning (specifically, one-step TD, or TD(0)):
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These are estimates all the way down…
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Tabular TD(0)
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Sample
update
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Temporal-Difference Error
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Example – Driving Home
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Example – Driving Home
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Example – Driving Home
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Example – Driving Home

42

Marlos C. Machado

CMPUT 655 – Class 5/12



43

Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.html

CMPUT 655 – Class 5/12



● Under batch training, constant-α MC converges to values, V(s), that are sample 
averages of the actual returns experienced after visiting each state s. These are 
optimal estimates in the sense that they minimize the mean square error from 
the actual returns in the training set.

● Bath TD(0) gives us the answer that it is based on first modeling the Markov 
process and then computing the correct estimates given the model (the 
certainty-equivalence estimate).

Optimality of TD(0)
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Example

V(A) = ?

V(B) = ?
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Example

V(A) = ?

V(B) = ¾ 
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¾ or 0?
TD MC



TD vs Monte Carlo

“Batch Monte Carlo methods always find the estimates that minimize mean square 
error on the training set, whereas batch TD(0) always finds the estimates that would 

be exactly correct for the maximum-likelihood model of the Markov process.”

In general, the maximum-likelihood estimate of a parameter is the parameter 
value whose probability of generating the data is greatest.
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Control
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● We again use generalized policy iteration (GPI), but now using TD for evaluation.

● We need to learn an action-value function instead of a state-value function.
We can do this!

Sarsa: On-policy Control
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Sarsa: On-policy Control

We need to explore!
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Q-Learning: Off-Policy Control

● Q directly approximates q*, regardless of the policy being followed.

● Notice we do not need importance sampling. We are updating a state–action 
pair. We do not have to care how likely we were to select the action; now that 
we have selected it we want to learn fully from what happens.
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Q-Learning: Off-Policy Control
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Example – Q-Learning vs Sarsa
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Exercise 6.12. Suppose action selection is greedy. Is Q-learning then exactly the 
same algorithm as Sarsa? Will they make exactly the same action selections and 
weight updates?

Discussion
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Expected Sarsa
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What if instead of the maximum over next state-action pairs we used the expected 
value, taking into account how likely each action is under the current policy?



Expected Sarsa
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What if instead of the maximum over next state-action pairs we used the expected 
value, taking into account how likely each action is under the current policy?

Expected Sarsa is more computationally expensive than Sarsa but, in return,               
it eliminates the variance due to the random selection of At+1.
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Is Expected Sarsa on-policy or off-policy?
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Is Expected Sarsa on-policy or off-policy?
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Expected can use a policy different from the target policy π to generate behavior 
(thus, it can be off-policy; although one can use it on-policy as well).
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Maximization Bias
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● The control algorithms we discussed so far use a maximization to get their 
target policies (either a max/greedy policy or an ε-greedy policy).

● Maximization bias: A maximum over estimated values is used implicitly as an 
estimate of the maximum value, which can lead to a significant positive bias.



Double Learning

● The issue is that we use the same samples to determine the maximizing action 
and to estimate its value.

● In Bandits:

○ Split the data, learn Q1(a) and Q2(a) to estimate q(a).

○ Choose actions according to one estimate and get estimate from the other:
A* = argmaxa Q1(a) Q2(A*) = Q2(argmaxa Q1(a))

○ This leads to unbiased estimates, that is: 𝔼[Q2(A*)] = q(A*)
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Double Q-Learning
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Afterstates

● One could evaluate states after the agent has taken an action (instead of states 
in which the agent has the option to select an action).

● This is particularly useful when we have knowledge of an initial part of the 
environment’s dynamics but not necessarily of the full dynamics (e.g., how an 
opponent will reply in a game).

● This can be much more efficient!
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Example – Tic-Tac-Toe
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Prediction
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n-step Bootstrapping

● Can we unify Monte Carlo and TD methods to get the best of two worlds?

● n-step methods span a spectrum with MC methods at one end and one-step 
TD methods at the other. The best methods are often intermediate between the 
two extremes.

● n-step methods enable bootstrapping to occur over multiple steps, freeing us 
from the tyranny of the single time step.
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n-step TD Prediction

● MC methods perform an update for each state based on the entire sequence of 
observed rewards (until the end of the episode).

● One-step TD methods have an update that is based on just the one next 
reward, bootstrapping from the value of the state one step later as a proxy for 
the remaining rewards.

● Intermediate method: perform an update based on an intermediate number of 
rewards: more than one, but less than all of them until termination ¯\_(ツ)_/¯
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n-step TD Prediction

These are still TD methods 
because they still change 
an earlier estimate based 
on how it differs from a 

later estimate. These are 
n-step TD methods.
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n-step TD Prediction
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● Complete return:



n-step TD Prediction
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● Complete return:

● One-step return:



n-step TD Prediction
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● Complete return:

● One-step return:

● Two-step return:

● n-step return:
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n-step TD Learning Update Rule
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n-step TD Learning Update Rule
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Error reduction property of n-step returns
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Exercise – Textbook
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Control
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n-step Sarsa
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n-step Sarsa
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n-step Sarsa – Example
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n-step Expected-Sarsa
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Expected approximate value of state s
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n-step Off-Policy Learning
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● To use data from a behaviour policy, b, we need to consider the difference 
between the target policy, π, and b (i.e., their relative probability of taking the 
actions that were taken).

● We need to compute the relative probability of the n actions.



n-step Off-Policy Learning
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● If an action would never be taken by π, we ignore 
the n-step return (ρ = 0).

● If by chance an action that π would take with much 
greater probability than b is taken, we need to 
over-weight that n-step return by a lot (very large ρ).

● Again, this can lead to really high variance              
(and/or really slow learning).



n-step Off-Policy Learning
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n-step Tree Backup
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● An n–step off-policy learning algorithm without importance sampling.

Selected actions

Actions that                                      
were not selected



n-step Tree Backup
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● An n–step off-policy learning algorithm without importance sampling.

● In Tree-Backup, we update the estimated value of the
node at the top of the diagram toward a target
combining the rewards along the way and the estimated
values of the notes at the bottom plus the estimated
values of the dangling action nodes hanging off the
sides, at all levels.

● Each leaf node contributes to the target with a weight
proportional to its probability of occurring under the
target policy.

Selected actions

Actions that                                      
were not selected



n-step Tree Backup

● One-step return (target) is the same as that of Expected Sarsa:
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n-step Tree Backup

● One-step return (target) is the same as that of Expected Sarsa:

● The two-step tree-backup return is
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n-step Tree Backup

● n-step return for Tree Backup:
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n-step Tree Backup

● n-step return for Tree Backup:

● Update rule:
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At each step along a trajectory, there are several possible choices of action according 
to the target policy. The one-step target combines the value estimates for these actions 

according to their probabilities of being taken under the target policy.



n-step Tree Backup

105

Marlos C. Machado

CMPUT 655 – Class 5/12



106

Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.html

CMPUT 655 – Class 5/12


