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“The wide world is all about you: you can fence yourselves in, but you cannot 
forever fence it out.”

J. R. R. Tolkien, The Fellowship of the Ring

Image from THE ONE RING™ Roleplaying Game, Second Edition.



● We’ll have Rich Sutton as guest lecturer today at 15:30.

● The final Project Report is due on December 15th.

○ The link on eClass is already open.

○ I cannot accept late submissions.

● The final grades (best 9) for the Coursera activities are almost available on eClass.

● The Student Perspectives of Teaching (SPOT) Survey is now available. 

Reminders I
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Please, interrupt me at any time!
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-ish
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Many High-profile Stories in RL are due to Deep RL

http://www.youtube.com/watch?v=TmPfTpjtdgg
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Many High-profile Stories in RL are due to Deep RL
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Many High-profile Stories in RL are due to Deep RL

*[Tesauro, 1994]

[Vinyals et al., 2019] [Bellemare et al., 2020]

[Mnih et al., 2015] [Degrave et al., 2022]



● Deep RL is more than neural networks + RL.
It is actually designing algorithms to use deep learning.

● Similar to RL, deep RL is simultaneously a problem, a class of solution methods, 
and the field that studies this problem and its solution methods.

○ Deep RL studies control (and prediction) problems in which a computational agent learns to 
make decisions. It focuses on problems with high-dimensional observations.

○ The solution methods in deep RL consist of using (at least) a neural network for either value 
function or policy approximation. Ideally, these solution methods are general in sense of being 
applicable to a wide range of problems.

○ Given how general reinforcement learning is, it can definitely be seen as a specific subset of RL.
■ We still need to deal with the same problems, generalization, credit assignment, and exploration.

Deep Reinforcement Learning
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Some history
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RL + Neural Networks: TD Gammon
[Tesauro, 1992, 1994, 1995]
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● A straightforward combination of the TD(λ) algorithm and nonlinear function 
approximation using a multilayer artificial neural network to play backgammon.

● Backgammon has too many positions and an effective branch. factor of about 400.

● Self-play for data generation.

● It had many versions:
○ v0: straightforward input with

little domain knowledge.
○ v1: added specialized backgammon features.
○ v2 / v2.1: bigger network (40 and then 80) and selective two-ply search.
○ v3 / v3.1: bigger network (160) and selective three-ply search.

Sigmoid:
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https://docs.google.com/file/d/1dL4Okx3VGfSp0SI2OS6NSLueXxuAUgFt/preview


Reinforcement Learning

A.I.

CMPUT 655 – Class 11/12

Marlos C. Machado

16



Model Learning
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Imitation/Apprenticeship
Learning
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A.I.Expert



Exploration
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A.I.



Transfer Learning
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Intrinsic Motivation
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A.I.



Deep Q-Network (and Deep RL)
[Mnih et al., 2013, 2015]
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http://www.youtube.com/watch?v=TmPfTpjtdgg


Deep Q-Network (and Deep RL)
[Mnih et al., 2013, 2015]
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Deep Q-Network (DQN)
[Mnih et al., 2013, 2015]

Experience replay buffer (Lin, 1993)
Original size: 1M frames

Target network
Original update frequency: 10k

ε decay
Originally, from 1.0 to 0.1 over 1M frames

Stacked frames -1, 0, +1 rewards

RMSProp

Clipped error term



Deep Q-Network (DQN)
[Mnih et al., 2013, 2015]

CMPUT 655 – Class 11/12

Marlos C. Machado

26



27

Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.html

CMPUT 655 – Class 11/12



Deep Q-Network (DQN)
[Mnih et al., 2013, 2015]
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● Tables imply an apples-to-apples comparison, even when they are not:

● DQN saw much more data than the baselines.

● DQN measured its performance differently than the baselines.

● DQN used domain knowledge other baselines didn’t:

○ Lives signal

○ Action set

Tables can be misleading
[Machado et al., 2018]
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This can be a big deal
[Liang et al., 2016]
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It is not that we should be using linear function approxim.
[Liang et al., 2016; Machado et al. 2018]
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but we should understand    
and be careful with our claims
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Deep Q-Network (DQN)
[Mnih et al., 2013, 2015]

Experience replay buffer (Lin, 1993)
Original size: 1M frames

Target network
Original update frequency: 10k

ε decay
Originally, from 1.0 to 0.1 over 1M frames

Stacked frames -1, 0, +1 rewards

RMSProp

Clipped error term




