“Where did you go to, if | may ask?"

"To look ahead, " said he.
"And what brought you back in the nick of time?"
"Looking behind, "

MarlOSC- MaChadO S https://openart.ai/discovery/sd-1006656316309258270 R Class 9/ 25
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Reminders & Notes

o Assignment 2 is out and you should have already started it :-)

o | will release instructions about seminar and paper review
during the reading week (Feb 18 — Feb 21)
You should start thinking about groups, though

e Lecture notes v0.31 are available.
Feedback is more than welcome

« | will be travelling on March 3rd (Monday), 2025
A. Rupam Mahmood will give a guest lecture on streaming deep RL

Marlos C. Machado
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Please, interrupt me at any time!

Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.ht
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Last class: Double Learning in Deep RL
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Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.ht



CMPUT 628 — Class 9/25

We Continue to Look at Different Objective Functions

o o

AUX.
Obj.

This is where we can more
easily incorporate RL
knowledge into deep RL

Marlos C. Machado



Multi-step methods

« Pretty much everything we discussed so far are variations of 1-step TD learning
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Multi-step methods

« Pretty much everything we discussed so far are variations of 1-step TD learning
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Multi-step methods

« Pretty much everything we discussed so far are variations of 1-step TD learning

But we have to
always “connect” to
the existing “chain”,

otherwise we start
from scratch
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Multi-step methods

« Pretty much everything we discussed so far are variations of 1-step TD learning
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Multi-step methods

« Pretty much everything we discussed so far are variations of 1-step TD learning

And even if
connecting, we
have to connect at
the right time/place

aaaaaaaaaaaaaaa
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Multi-step methods

« Pretty much everything we discussed so far are variations of 1-step TD learning
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And even if
connecting, we
have to connect at
the right time/place
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Multi-step methods

« Pretty much everything we discussed so far are variations of 1-step TD learning
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Multi-step methods

« Pretty much everything we discussed so far are variations of 1-step TD learning

And even if
connecting, we
have to connect at
the right time/place
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Multi-step methods

« Pretty much everything we discussed so far are variations of 1-step TD learning

Now, if we could
assign credit over
many steps at
once...
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Multi-step methods

« Pretty much everything we discussed so far are variations of 1-step TD learning

aaaaaaaaaaaaaaa

Now, if we could
assign credit over
many steps at

‘ once...
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Multi-step methods

« Pretty much everything we discussed so far are variations of 1-step TD learning

Now, if we could
assign credit over
many steps at
once...
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Multi-step methods

« Pretty much everything we discussed so far are variations of 1-step TD learning

When talking about
deep RL, we don’t
have atomic states,
but the same intuition
holds with features

Now, if we could
assign credit over
many steps at
once...



CMPUT 628 — Class 9/25

19

Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.ht



20

CMPUT 628 — Class 9/25

Reinforcement Learning 101

Marlos C. Machado

1-step TD
and TD(0)

T
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2-step TD  3-step TD
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n-step TD  and Monte Carlo
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o——e0——D—e0—D—e— = g

Image by Sutton & Barto (2018)
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Reinforcement Learning 101

Gl = Rev1 +vVi(Ser1)
Gitro = Rip1 +yRiyo + ’)’2Vt+1(5t+2)

Giitgn = Rep1 +yRigo + - + ’)’n_lRt+n + " Vitn—1(St+n)

Vitn(St) = Vign—1(St) + a[Gt:t+n — V%+n—1(5t)]

Marlos C. Machado



CMPUT 628 — Class 9/25

22

Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.ht



MPUT 628 — Cl 2
23 CMPUT 628 - Class 9/25

Monte Carlo returns (instead of TD error)

T

YMC(Rt+1:T) — Z’)’thH
t=0

Lric = Evrapm) |[Yire(Resar) — Q(01, A 6),))]

f

We need some care with
how we store (& sample)
transitions in the exp.
replay buffer

Marlos C. Machado

Unbiased, but
high-variance
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n-step returns

n—1
Yo (Rit1:n, Ot4n; 07 ) = ; V' Riy1 + " fbl}gﬁQ(Oter a';07)
Lo = Ernnv) | (Ya(Besrin, Orini 07) = Q(Or, A3 0,))? .

Do we need importance sampling?

Yes, but in practice we often don’t use it.
1. For DQN, it would mean simply stopping the update, because the
probability of the max action is either 0 or 1. For other updates, IS

corrections can lead to large variance
2. Practitioners often use 3 < n < 7, which might be small enough regardless

Marlos C. Machado
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Mixed Monte-Carlo Returns

Yumc(Ret1:7) Z V' Ret1
Yrp(Riq1,041;07) = Rt—l—l = Vg{lgfq(Q(OtH,a’; 6”)

2
Lodie =Erruoy [(1 = B)Yap + BYio — Q(O, 41 6,))”]
Do we need importance sampling?

Yes, but in practice we often don’t use it.

1. For DQN, we really don’t want to cut the traces here, bias might not be a
big deal in many of the environments in which it is used

2. We generally use asmall B (e.g., B =0.1)

Marlos C. Machado
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Mixed Monte-Carlo Returns

s
;
InmngsEn

Yumc(Ret1:7) Z V' Ret1
Yrp(Riq1,041;07) = Rt+1 = 72{123’4(@(0t+1,a’; 9_)

2
Lodie =Erruoy [(1 = B)Yap + BYio — Q(O, 41 6,))”]
Do we need importance sampling?

Yes, but in practice we often don’t use it.

1. For DQN, we really don’t want to cut the traces here, bias might not be a
big deal in many of the environments in which it is used
2. We generally use asmall B (e.g., B =0.1)

Marlos C. Machado
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Mixed Monte-Carlo Returns ostrovski et al., 2017]

Bank Heist

500 ~
Q@ 400
—
o
Q
) 300 |
(0]
)]
(T 200
| -
(0] —— DQN (w/o MC)
<>( 6 —— DQN (with MC)
DQN-PixelCNN (w/o MC)
—— DQN-PixelCNN (with MC)
0 . L . ) |
0 20 40 60 80 100
o H.E.R.O
8 20000 |
o
[v]
U 15000 | T
()
)]
@ 10000
[ .
g DQN (with MC)
g 0 DQN-PixelCNN (w/o MC)
—— DQN-PixelCNN (with MC)
o . L ; : |

0 20 40 60 80 100
Million Frames

rso0 - Ms. Pacman
A WAL s IS et
2000 |- A
1500
1000
—— DQN (w/o MC)
566 —— DQN (with MC)
DQN-PixelCNN (w/o MC)
—— DQN-PixelCNN (with MC)
o . . . . |
0 20 40 60 80 100
oo Private Eye
14000 +
12000
10000 - —— DQN (w/o MC)
8000 | —— DQN (with MC)
6000 | DQN-PixelCNN (w/o MC)
4000 | —— DQN-PixelCNN (with MC)
2000
o oo A ot i O bap DA
2000 . ; ) i |
0 20 40 60 80 100

Million Frames

Count-Based with Neural Density Models

Marlos C. Machado

*1 seed?
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Figure 17. Training curves of DQN and DQN-PixelCNN, each with and without MMC, across all 57 Atari games.
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The A-return: Considering more than 1 or 2 returns at once

TD(\)
T 11 S
A n—1
I I I I = Gi =(1-X) E AT Gritgn
O ﬂ) (i) ? Si+1 Rept n=1
b3 I I I At
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Marlos C. Machado ImageS by Sutton & Barto (201 8)
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It is now much harder to justify ignoring IS ratios

7(Ag|Sk)
4.22
Y(Rt+1,0t+1; 9_) — Rt+1 -+ WEIIIEEI,‘?{SQ(Ot+1,a,;9_) (423)
517; = Y(Rt+17 Ot+1; 9_) = (Ot, At, 7] ) (424)

DQN
‘C)\,(j = K- uo)

(i (1A (Hﬂ(AkISk) )]

(4.25)

Marlos C. Machado
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Retrace munos et al., 2016]

« Decaying and Clipping traces and importance sampling ratios

,B(Aklsk) = A min(l, ”T(Ak|5k)/b(Ak|Sk))

« Retrace is not an algorithm per se
ACER (Wang et al. 2017) is an algorithm that implements Retrace
(and many many other things)

Marlos C. Machado
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Trajectory-aware A-returns [paley et al., 2023]
(MQ)(s;a) == Q(s,a) +
Eu thﬁtﬂ’
t=0

Importance Sampling: 5; = \'II; (Kahn & Harris, 1951).
Truncated Importance Sampling: 3; = A min(1, II;)

Tree Backup: 3; = HZ 1 A (Ag|Sk) (Precup et al., 2000)
Q" (\): B; = A\! (Harutyunyan et al., 2016)

Retrace: 3; = [],_, Amin(1, px) (Munos et al., 2016)
Recursive Retrace: 3; = min(1, 3;_1p;) (Munos et al., 2016)

(507 AO) — (8, a)]

Marlos C. Machado
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Why use A-returns (instead of simpler n-step returns)?
[Daley et al., 2024]

Theorem 3.7 (Variance-reduction property of compound
returns). Let ng) be any n-step return and let G
be any compound return with the same effective n-
step: i.e., c satisfies Proposition 3.6. The inequality
Var[G¢ | Sy < Var[ng) | S¢| always holds, and is strict
whenever TD errors are not perfectly correlated (p < 1).

Corollary 3.8 (Variance reduction of A-return). The mag-
nitude of variance reduction for a \-return is bounded by

A
T—x"

This magnitude is monotonic in vy and maximized at v = 1.

0 < Var[GY | S¢] — Var[G} | Si] < (1 - p)

Marlos C. Machado
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What about eligibility traces”

Marlos C. Machado
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The Forward View

Figure 12.4: The forward view. We decide how to update each state by looking forward to
future rewards and states.

Marlos C. Machado Image by Sutton & Barto (201 8)
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The Backward View

Figure 12.5: The backward or mechanistic view of TD()\). Each update depends on the current
TD error combined with the current eligibility traces of past events.

Marlos C. Machado Image by Sutton & Barto (201 8)



40

CMPUT 628 — Class 9/25

Eligibility Traces

o Many of the computational benefits of eligibility traces cannot be observed in
deep RL algorithms (note I’'m talking about eligibility traces, and not A-returns)

(@)

(@)

(@)

(@)

The experience replay buffer requires experience to be saved anyway
Performing inference in a neural network can be quite expensive (vs simple dot products)
Existing algorithms do not perform sequential online updates

Eligibility traces are hard to implement when using neural networks

o We will revisit A-returns when talking about PPO, though
GAE (Generalized Advantage Estimation) is pretty much a A-return

Marlos C. Machado



CMPUT 628 — Class 9/25

41

Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.ht



40 CMPUT 628 — Class 9/25

Next class

o What | plan to do:

o  Continue discussing different instantiations of deep RL algorithms through the objective function,
more specifically, distributional reinforcement learning.

« What | recommend YOU to do for next class:

o Read
- Bellemare, M. G., Dabney, W., and Munos, R. (2017). A Distributional Perspective on Reinforcement Learning. In
Proceedings of the International Conference on Machine Learning. Preprint made available on July 21, 2017.

- Dabney, W., Rowland, M., Bellemare, M. G., and Munos, R. (2018). Distributional Reinforcement Learning with
Quantile Regression. In Proceedings of the AAAI Conference on Artificial Intelligence. Preprint made available on
October 27, 2017.

- Farebrother, J., et al. (2024). Stop Regressing: Training Value Functions via Classification for Scalable Deep RL. In
Proceedings of the International Conference on Machine Learning. Preprint made available on March 6, 2024.

o Work on Assignment 2!
Marlos C. Machado



