“The ultimate fate of all intelligent beings has alv been to become as grand as

their thoughts.”

‘\ Liu Cixin, Death's End

:

A

0'

—

- 3 - -f\ _ =
Marlos C. I\/IachadoI ;, P nepesdaran O cixina-cheedonBh s Class 13/ 25




o CMPUT 628 — Class 13/25

Reminders & Notes

Assignment 3 is out; it’s due date is March 7

| released the instructions for the Seminar and Paper Commentary

Lecture notes: | have released v0.31 with the discussion about auxiliary tasks,
but it will very likely be my last release — | don’t think I'll have time to write about
distributional RL and what | discuss starting today

Mid-course Evaluation: No one complained, so I’ll keep doing the same thing
A reading list was requested, so | compiled it, in case it is useful

Next Monday, A. Rupam Mahmood will give a guest lecture on streaming deep
reinforcement learning (I won’t be here, but you should come)

Marlos C. Machado
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Please, interrupt me at any time!

Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.ht
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Last Class: Auxiliary Tasks
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Neural Network Architecture

Instead of changing objective functions, we can change the NN architecture
o ooa |—

Marlos C. Machado
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Duelling Networks [wang et al., 2016]

“Here, we take an alternative but complementary approach of focusing primarily
on innovating a neural network architecture that is better suited for model-free

RL”

The goal is “to generalize learning across actions without imposing any change
to the underlying reinforcement learning algorithm”

The main idea is to have different estimators for state values and
(state-dependent) action advantages, leveraging the fact that

a (s,a)=q.(s,a)-v.(s

Note that E_[a (s,a)] =0

Marlos C. Machado
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Duelling Networks [wang et al., 2016]
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Duelling Networks [wang et al., 2016] VALUE ADVANTAGE

“Intuitively, the dueling architecture can
learn which states are (or are not) valuable,
without having to learn the effect of each
action for each state. This is particularly
useful in states where its actions do not
affect the environment in any relevant
way.”

VALUE ADVANTAGE

“The key insight [...] is that for many states,
it is unnecessary to estimate the value of
each action choice.”

Marlos C. Machado
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Duelling Networks [wang et al., 2016]
v_(s; 6,6)

,«*’l“jy>:1l,,(s,a; 6,a,)

a_(s,a; 6,a)

But if we are naive about it, this equation is unidentifiable

Instead, they force the advantage function estimator to have zero advantage at the chosen
action. They consider implementing

q.(s,a; 8,a,B) = v_(s; 6,0) + (an(s,a; 6,0) - max_, a (s,a’; 6,0))

Marlos C. Machado
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Duelling Networks [wang et al., 2016]

The correct thing to do would be

q.(s,a; 6,a,8) = v (s; 6,6) + (an(s,a; 6,0) - max_, a _(s,a’; 6,0))

In practice, for stability, they implement
q.(s,a; 8,a,8) = v_(s; 6,8) + (an(s,a; 0,0) - (1/].+4) 2 a (s, &’; 8,a))

Marlos C. Machado
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It Works [Wang et al., 2016] \_(*V)_/ B E—
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Reinforcement Learning in the “Real-World”

[Mnih et al., 2020]

[Vinyals et al., 2019] [Bellemare et al., 2020]

Marlos C. Machado
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Partial observability is one of main challenges we face

In most realistic sequential decision-making tasks, the agent is faced with a
partial observable problem

The agent must construct an agent-state in order to succeed
o The agent can still leverage the MDP formalism; it is not a limitation of MDPs

def
° Xy ¥ Uy, 8,0,

+

O

Recurrent neural networks are the most obvious things to consider here

(again, a change in architecture, not™ anything else) , often we use LSTMs
o R® — f(h(t—l),w(t); 0)
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Partially-Observable Markov Decision Processes

When we talk about an
agent-state, this is what
we are trying to lear

Marlos C. Machado
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Deep Recurrent Q-Network (DRQN) [Hausknecht and Stone, 2015]

DQN: Stacked

observations

Conv.
layers

Fully T
conn.
layers -

State-action
value estimates

DRQN: ~ Single

observation

Conv.
layers

Fully conn.
layer v
State-action
value estimates

Frame stacking didn’t
help, maybe because
of the # of params.

LSTM

No RelU after LSTM

They tried adding an
LSTM between two
fully conn. layers,
didn’t work that well
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The Benefits of Using Recurrence Instead of Frame Stacking

More general, can learn
Much more flexibility on what to remember (and how long ago)

Can better adapt “at evaluation time” if the quality of observations change
But, training them can be quite tricky ...

... and, at least Hausknecht and Stone (2015) were not able to demonstrate
performance gains

Marlos C. Machado
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The Different Choices for Updating a Recurrent Agent

Train agent sequentially by randomly selecting an episode and going through the
episode’s transitions serially

Randomly sample transitions and do updates for k steps

Hausknecht & Stone
eval. these two

Reset the state of the LSTM by zero-ing it out (more on this later)

Save the state of the LSTM on the experience replay buffer

(can suffer from representational drift, leading to recurrent state staleness)

Allow for a “burn-in” period where some observations are used just to produce a
start state for the LSTM (to be discussed later)

Do multiple sequential updates in parallel (to be discussed later)

Marlos C. Machado
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Flickering Pong [Hausknecht and Stone, 2015]

Screen is fully obscured with 0.5 chance

DRQN trained with backpropagation
through time for 10 the last ten time
steps is able to do it

|
| 2
(a) Conv1 Filters !
| i [
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(b) Conv?2 Filters

kAl

(c) Conv3 Filters (d) Image sequences maximizing three sample LSTM units
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Standard Atari 2600 Games [Hausknecht and Stone, 2015]

DRQN =+std DQN =std
Game Ours Mnih et al.
Asteroids 1020 (£312) 1070 (£345) 1629 (+542)
Beam Rider 3269 (+£1167) 6923 (+£1027) | 6846 (+1619)
Bowling 62 (£5.9) 72 (£11) 42 (+88)
Centipede 3534 (£1601) 3653 (+£1903) | 8309 (+5237)
Chopper Cmd 2070 (£875) 1460 (+976) 6687 (+£2916)
Double Dunk -2 (£7.8) -10 (£3.5) -18.1 (£2.6)
Frostbite 2875 (£535) 519 (£363) 328.3 (£250.5)
Ice Hockey 4.4 (£1.6) -3.5 (£3.5) -1.6 (£2.5)
Ms. Pacman 2048 (£653) 2363 (£735) 2311 (£525)

Table 1: On standard Atari games, DRQN performance par-
allels DQN, excelling in the games of Frostbite and Double
Dunk, but struggling on Beam Rider. Bolded font indicates
statistical significance between DRQN and our DQN.?

“Policies were evaluated every 50,000 iterations by
playing 10 episodes and averaging the resulting scores.”

Marlos C. Machado
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Figure 5: When trained on normal games (MDPs) and then
evaluated on flickering games (POMDPs), DRQN’s perfor-
mance degrades more gracefully than DQN’s. Each data
point shows the average percentage of the original game
score over all 9 games in Table 1.
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Auxiliary Inputs

People often use a recurrent neural network to learn an agent-state, but another
common approach is to use environment-specific functions to aid the agent’s
inputs for history summarization

Obj.
N
—
Ob;j.

(Tao et al., 2023)
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A couple of examples

Marlos C. Machado
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Navigating Balloons in the Stratosphere

Observations

max.

altitude[ | [Bellemare et al., 2020]
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Gaussian process = wind column N

—> Out of range

+16 ambient variables
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Playing Atari 2600 Games
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Playing Real Curling Against Olympians

Error Error .
€= 1 ek i L nd N l ”.(NI-A)M" - _al
o e [Won et al., 2020]
"
Detection of the stones Stone throw on ice-sheet % ) ‘ - 4
| LN ‘J
[
[
l

1% shot 204 shot 3t shot

4 s};ot 5% shot (N-2)® (N-1)% Nt shot

| 4 Simulati O Real-world

mm=Trajectory Previous trajectori |

Jom

. / -Q- Goal
b A 4.28 m [ y 5 : ] O Shot reached
S S 8
183m |183mfzr’  640m ) > 21.95m Was Hack
/ |
[

/ / /s = Adaptive goal
32
Hog Line Hog Line | ‘ 1 1 )
J 4207m 1 | s
] 1
1
\ : Btk : [ S—
64| |1 " 1 | .
\ i U | Bz | ‘ :
1 |
\ | Buis W 8-y 1
\ &
\ Left Curl: Right Curl: 1 1y
A%, 808, A% G A0EANE AGR Gtk
a: Strategy (2)
Marlos C. Machado

H: Adaptive features (4 x 3 x 2 = 24, if k., =4) S: Trajectories (1) Ones (1)



CMPUT 628 — Class 13/25

29

Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.ht



CMPUT 628 — Class 13/25
30

Auxiliary Inputs

“additional inputs, beyond environment observations, that incorporate
or moael information regarding the past, present andy/or future of
a reinforcement learning agent.”

— Tao et al. (2023)

Marlos C. Machado
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Auxiliary Inputs [Tao et al., 2023]

“Allow an agent to discriminate between observations that would otherwise be
aliased”

“Allow for a smooth interpolation in the value function between different states”

Auxiliary inputs do not necessarily summarize only the past, they can also try to

summarize the present or the future
o We can summarize entire trajectories, Tt = {0, a,, ..., 0, a, O, ,, ..., O/}

The key idea here is that many methods incorporate auxiliary inputs into the

learning process, such that x,_, # u,(x, a, o, ,, M, ), where M: 7 — RN,
+1 7 Tt t+1

q>( t+1?

Marlos C. Machado
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Auxiliary Inputs [Tao et al., 2023]

CMPUT 628 — Class 13/25

Agent

Auxiliary
Input Func.

(Potentially Recurrent)
Agent-State
Function

>
Agent State

- Value Func.
I' Action | bolicy
A

Marlos C. Machado
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Auxiliary Inputs [Tao et al., 2023]

. We can see auxiliary inputs in terms of resolution and depth:

Resolution: “the extent that information regarding individual observation-action pairs are
preserved by the auxiliary inputs”

Depth: “the temporal length these auxiliary inputs retain information with regards to the agent’s
trajectory”

Marlos C. Machado
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Example: Frame Stacking as Auxiliary Input

Mh ({0, a,, ...,0,a})¥0 .| o | o, where | denotes concatenation

Frame stacking has low depth and high resolution, for example
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L obster Environment [Tao et al., 2023]

Marlos C. Machado

NS o=

Is the agent in location 07

Is the agent in location 17

Is the agent in location 27

Is the reward in location 1 observable and missing?
Is the reward in location 1 observable and present?
Is the reward in location 1 unobservable?

Is the reward in location 2 observable and missing?
Is the reward in location 2 observable and present?
Is the reward in location 2 unobservable?
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L obster Environment [Tao et al., 2023]

Collect

Collect

Left, Collect Right, Collect

» Collect

Collect * Collect

Marlos C. Machado
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Different Types of Auxiliary Inputs [Tao et al., 2023]

¢

Decaying traces M, =) X"g(or,ar) M, =AM,_ +g(o,,a,)
High depth, low resolution =0
k
Uncertainty Mt+1 = Zwt+1[j] ® Il.[gt[j]]

Variable depth (per #particles), =0 \
low resolution

Particle Filtering

GVFs (Sutton et al., 2011)
High depth, low resolution Sev1ld] ~ (- | 8¢[j], As)

wt-{—l[j] = P{Ot = Ot | St = §t[j]} ’ 'wt[j]

Marlos C. Machado



MPUT 628 — Class 13/2
39 CMPUT 628 - Class 13/25

Auxiliary Inputs (LFA) [Tao et al., 2023]

20.071 Ground-truth Likelihood
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Auxiliary Inputs [Tao et al., 2023]

“Allow an agent to discriminate between
observations that would otherwise be
aliased”

“Allow for a smooth interpolation in the
value function between different states”

Marlos C. Machado
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Auxiliary Inputs — Deep RL [Tao et al., 2023]

Ground truth

8 301 LSTM + Exp Trace
§30 P i §- 40 Ground-truth
0 ! 2%
N, QE 35
— Exp T v: Q 30 LSTM + Exp Trace
2 20/ xp Trace ? o Exp
= » o 525 Trace
° Observations €5
& LIl 58,,

10 i i ‘\ . i 43" | & 15 Observations

0 o1 2 8k 0.097 025 050 0.75 1.00 1.25
Environment steps le6 |1 % ¢ Environment steps le7
\

Auxiliary Inputs aren’t
Marlos C. Machado trying to get rid of RNNs
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Next class

. What | plan to do:

Wrap up the discussion we started today

Talk about strategies around experience replay buffers

.  What | recommend YOU to do for next class:

Read
- Tom Schaul, John Quan, loannis Antonoglou, David Silver: Prioritized Experience Replay. ICLR 2016

- William Fedus, Prajit Ramachandran, Rishabh Agarwal, Yoshua Bengio, Hugo Larochelle, Mark Rowland, Will
Dabney: Revisiting Fundamentals of Experience Replay. ICML 2020

Marlos C. Machado



