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Coursera Reminder

You should be enrolled in the private session we created in Coursera for CMPUT 365.
| cannot use marks from the public repository for your course marks.

You need to check, every time, if you are in the private session and if you are submitting
quizzes and assignments to the private section.

The deadlines in the public session do not align with the deadlines in Coursera.

If you have any questions or concerns, talk with the TAs or email us
cmput365@ualberta.ca.

Marlos C. Machado
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Reminders and Notes

o Next week is reading week.

o There won'’t be office hours next week.

e QOur final exam will indeed be on December 17th, 1pm, at CCIS 1-440.

Marlos C. Machado



HOW DO | APPLY

TO GRAD SCHOOL? WHAT EXACTLY

IS RESEARCH?

IS GRAD SCHOOL
RIGHT FOR ME?

DEMYSTIFYING
GRAD SCHOQOL

Virtual Workshop
Thursday, Nov 21|5-7pm

Open to all undergrad students.
Scan below to RSVP and send questions!

bitly/csworkshop2u

(2] UNIVERSITY Department of Computing Science
HOSted by OF ALBERTA Equity, Diversity, and Inclusion Committee

cs.ualberta.ca/edi
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RSVP form (not required, but appreciated):

https://docs.google.com/forms/d/110dJJg03kgd XFDgOv

nEz4FABiINKx7-iL6AkCJI677Z0/edit

Direct link to the zoom:
https://ualberta—-ca.zoom.us/1/93282952849?pwd=egE7h

m46hwMJIS02EZogiwbGOngtWkK. 1


https://docs.google.com/forms/d/11odJJgO3kgJ_XFDq9vnEz4FABjlNKx7-iL6AkCJ67ZQ/edit
https://docs.google.com/forms/d/11odJJgO3kgJ_XFDq9vnEz4FABjlNKx7-iL6AkCJ67ZQ/edit
https://ualberta-ca.zoom.us/j/93282952849?pwd=eqE7hm46hwMJS02EZoqjw5GOngtWkK.1
https://ualberta-ca.zoom.us/j/93282952849?pwd=eqE7hm46hwMJS02EZoqjw5GOngtWkK.1
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Please, interrupt me at any time!

Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.ht
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Last Class: A More Realistic Update

« LetU, denote the t-th training example, S, = v_(S)), of some (possibly random),
approximation to the true value.

Wil = Wi + « [Ut - f)(St,wt)] V’f)(St,Wt)

Gradient Monte Carlo Algorithm for Estimating v =~ v,

Input: the policy 7 to be evaluated

Input: a differentiable function ¢ : § x R* — R

Algorithm parameter: step size a > 0

Initialize value-function weights w € R? arbitrarily (e.g., w = 0)

Loop forever (for each episode):
Generate an episode Sy, Ag, R1,51,A1,..., Ry, St using 7
Loop for each step of episode, t =0,1,...,T — 1:
W W+ a[Gt - 13(St,w)] Vo (S;,w)

Marlos C. Machado
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A Clearer Instantiation — Linear Function Approximation

o LetV(x, w)=x'w. We have V _V(x, w)=X(s).
o Thus,w,_.=w+alU -Vx,w)] V Vx,w)becomes:

w,_ =w +alU - V(x, wx.

Marlos C. Machado
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Marlos C. Machado https://pngtree.com/freepng/question-expression-cartoon-illustration_4545209.ht



CMPUT 365 — Class 25/35

Semi-gradient TD

What if U, = R, +y %S, ,w,)?

t+1°

We lose several guarantees when we use a bootstrapping estimate as target.
o The target now also depends on the value of w,, so the target is not independent of w,.

Bootstrapping are not instances of true gradient descent. They take into account
the effect of changing the weight vector w, on the estimate, but ignore its effect on
the target. Thus, they are a semi-gradient method.

Regardless of the theoretical guarantees, we use them all the time \_(*)_/

Marlos C. Machado
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Semi-gradient TD(0)

Semi-gradient TD(0) for estimating v =~ v,

Input: the policy 7 to be evaluated

Input: a differentiable function 9 : 87 x R — R such that ¥(terminal,-) = 0
Algorithm parameter: step size a > 0

Initialize value-function weights w € R? arbitrarily (e.g., w = 0)

Loop for each episode:
Initialize S
Loop for each step of episode:
Choose A ~ 7(:|S)
Take action A, observe R, S’
W W+ a[R+v5(S",w) — 9(S,w)| Vi(S,w)
S+ 5

until S is terminal

Marlos C. Machado
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TD Fixed Point with Linear Function Approximation

« We do have convergence results for linear function approximation.
- R T e
Wil = Wi + 0 fig41 + YWy X1 — Wy Xy | Xy

-
= Ww; + a(Rt+1Xt — X4 (Xt — ’YXt+1) Wt)

Marlos C. Machado
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TD Fixed Point with Linear Function Approximation

« We do have convergence results for linear function approximation.
Wip1 = Wi + 6¥<Rt+1 + ’YW;rXtH = WtTXt)Xt
=W+ a<Rt+1Xt — Xt (Xt — ’Yxt+1)TWt)
In a steady state, for any given w,, the expected next weight vector can be written
E[wii1|we] = wi + a(b — Awy)
where b =E[R;;1x/] € R and A=E [xt (xt — 'yxt+1)T] g Raxe

Marlos C. Machado
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TD Fixed Point with Linear Function Approximation

« We do have convergence results for linear function approximation.
- R T e
Wil = Wi + 0 fig41 + YWy X1 — Wy Xy | Xy

=W+ a<Rt+1Xt — Xy (Xt — ’YXt+1)TWt)
In a steady state, for any given w,, the expected next weight vector can be written
E[wii1|we] = wi + a(b — Awy)
where b =E[R;;1x/] € R and A=E [xt (xt — 'yxt+1)T] g Raxe

It converges to:

b — AWTD =0
= b = Awrp
= WTD = A~ 'Db.

Marlos C. Machado
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Example / Exercise

Let V(x, w) = x'w, and consider the update rule: w, . =w, + a [G, - x,'wW ]x..
Leta=0.1, and consider w_ = [1.0, 0.5, 3.0]" and x, = [0, 2, -1]".

What'’s V(x,, w,.)? What's w, when applying the update rule above for G, = 107
What do we observe from this process?

Marlos C. Machado
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Example / Exercise

Marlos C. Machado
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Example / Exercise

Let V(x, w) = x'w, and consider the update rule: w, ,=w,+ a [G, - x,'W]x.
Let a = 0.1, and consider w, = [1.0, 0.5, 3.0]' and x, = [0, 2, -1]".

What's V(x., w,)? What's w, when applying the update rule above for G, = 10?7 What do we observe from this process?

Ux, W) =x,' W =(0,2-11.0 =0x1.0+2x05-1x80=0+1-8=-2
0.5
3.0

Marlos C. Machado
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Example / Exercise

Let V(x, w) = x'w, and consider the update rule: w, ,=w,+ a [G, - x,'W]x.
Let a = 0.1, and consider w, = [1.0, 0.5, 3.0]' and x, = [0, 2, -1]".

What's V(x., w,)? What's w, when applying the update rule above for G, = 10?7 What do we observe from this process?

V(xg, W) = -2

w, — w, +a |G, - V(x,, w)]x,

w, —[1.0]+ 0.1 [10--2]( 0
0.5 2
3.0 1

Marlos C. Machado
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Example / Exercise

Let V(x, w) = x'w, and consider the update rule: w, ,=w,+ a [G, - x,'W]x.
Let a = 0.1, and consider w, = [1.0, 0.5, 3.0]' and x, = [0, 2, -1]".

What's V(x., w,)? What's w, when applying the update rule above for G, = 10?7 What do we observe from this process?

V(xg, W) = -2

w, — w, +a |G, - V(x,, w)]x,

w, —[1.0]+0.1[10--2][ 0] w [1.0]+1.2(0
0.5 2 0.5 2
3.0 1 3.0 1

Marlos C. Machado



21 CMPUT 365 — Class 25/35

Example / Exercise

Let V(x, w) = x'w, and consider the update rule: w, ,=w,+ a [G, - x,'W]x.
Let a = 0.1, and consider w, = [1.0, 0.5, 3.0]' and x, = [0, 2, -1]".

What's V(x., w,)? What's w, when applying the update rule above for G, = 10?7 What do we observe from this process?

V(xg, W) = -2

w, — w, +a |G, - V(x,, w)]x,

w,«—1.0|+0.1[10--2]| O w,—1.0/+1.2 0 w, —(1.0/+] O
0.5 2 0.5 2 0.5 2.4
3.0 -1 3.0 -1 3.0] [-1.2

Marlos C. Machado
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Example / Exercise

Let V(x, w) = x'w, and consider the update rule: w, ,=w,+ a [G, - x,'W]x.
Let a = 0.1, and consider w, = [1.0, 0.5, 3.0]' and x, = [0, 2, -1]".

What's V(x., w,)? What's w, when applying the update rule above for G, = 10?7 What do we observe from this process?
V(xg, W) = -2

w, — w, +a |G, - V(x,, w)]x,

w,«—1.0|+0.1[10--2]| O w,—1.0/+1.2 0 w, —(1.0/+] O
0.5 2 0.5 2 0.5 2.4
3.0 -1 3.0 -1 3.0] [-1.2

w,=(1.0,2.4,1.8]

Marlos C. Machado
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