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“(...) Muad'Dib learned rapidly because his first training was in how to 

learn. And the first lesson of all was the basic trust that he could 

learn. It's shocking to find how many people do not believe they can 

learn, and how many more believe learning to be difficult. Muad'Dib 

knew that every experience carries its lesson.”

Frank Herbert, Dune



You should be enrolled in the private session we created in Coursera for CMPUT 365.

I cannot use marks from the public repository for your course marks. You need to check, 

every time, if you are in the private session and if you are submitting quizzes and 

assignments to the private section. 

At the end of the term, I will not port grades from the public session in Coursera.

If you have any questions or concerns, talk with the TAs or email us 

cmput365@ualberta.ca.

Coursera Reminder
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● The link to the Google Slides version of these slides is available on eClass.

● What I plan to do today: 

○ TD Learning for Control (Second half of Chapter 6 of the textbook).

● It is a new “week”!

○ Practice quiz is due today.

○ Programming assignment is due on Friday.

Reminders and Notes
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Please, interrupt me at any time!
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“If one had to identify one idea as central and novel to reinforcement learning, it 
would undoubtedly be temporal-difference (TD) learning.”

Temporal-difference Learning – Why?



Last “Week”: Prediction with Temporal-difference Learning 
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● Dynamic programming update:

● Monte Carlo update:

● TD update:
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Control
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The ultimate goal of reinforcement learning algorithms                                                   
is to learn how to maximize rewards ¯\_(ツ)_/¯

… and in AI courses, when people have to choose a single
thing to teach students, they teach them Q–Learning!

Control with Temporal-difference Learning – Why?
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Many high-profile stories in RL are due to control with TD

http://www.youtube.com/watch?v=TmPfTpjtdgg
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Many high-profile stories in RL are due to control with TD
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Many high-profile stories in RL are due to control with TD

[Tesauro, 1994]

[Vinyals et al., 2019] [Bellemare et al., 2020]

[Mnih et al., 2015]

Watch this talk in case 
you are interested in the 
history of RL and Games.

https://www.youtube.com/watch?v=lwT05lWf1qE
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● We again use generalized policy iteration (GPI), but now using TD for evaluation.

● We need to learn an action-value function instead of a state-value function.
We can do this!

Sarsa: On-policy Control
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Sarsa: On-policy Control

We need to explore!
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Q-Learning: Off-Policy Control

● Q directly approximates q*, regardless of the policy being followed.

● Notice we do not need importance sampling. We are updating a state–action 
pair. We do not have to care how likely we were to select the action; now that 
we have selected it we want to learn fully from what happens.
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Q-Learning: Off-Policy Control
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Example – Q-Learning vs Sarsa
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Exercise 6.12. Suppose action selection is greedy. Is Q-learning then exactly the 
same algorithm as Sarsa? Will they make exactly the same action selections and 
weight updates?

Discussion
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Expected Sarsa
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What if instead of the maximum over next state-action pairs we used the expected 
value, taking into account how likely each action is under the current policy?



Expected Sarsa
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What if instead of the maximum over next state-action pairs we used the expected 
value, taking into account how likely each action is under the current policy?

Expected Sarsa is more computationally expensive than Sarsa but, in return,               
it eliminates the variance due to the random selection of At+1.
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Is Expected Sarsa on-policy or off-policy?
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Expected can use a policy different from the target policy π to generate behavior 
(thus, it can be off-policy; although one can use it on-policy as well).
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Maximization Bias

26

Marlos C. Machado

CMPUT 365 – Class 19/35

● The control algorithms we discussed so far use a maximization to get their 
target policies (either a max/greedy policy or an ε-greedy policy).

● Maximization bias: A maximum over estimated values is used implicitly as an 
estimate of the maximum value, which can lead to a significant positive bias.



Double Learning

● The issue is that we use the same samples to determine the maximizing action 
and to estimate its value.

● In Bandits:

○ Split the data, learn Q1(a) and Q2(a) to estimate q(a).

○ Choose actions according to one estimate and get estimate from the other:
A* = argmaxa Q1(a) Q2(A*) = Q2(argmaxa Q1(a))

○ This leads to unbiased estimates, that is: 𝔼[Q2(A*)] = q(A*)
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Double Q-Learning
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