
CMPUT 365
           Introduction to RL

Marlos C. Machado Class 18/35

“(...) Muad'Dib learned rapidly because his first training was in how to 

learn. And the first lesson of all was the basic trust that he could 

learn. It's shocking to find how many people do not believe they can 

learn, and how many more believe learning to be difficult. Muad'Dib 

knew that every experience carries its lesson.”

Frank Herbert, Dune



You should be enrolled in the private session we created in Coursera for CMPUT 365.

I cannot use marks from the public repository for your course marks. You need to check, every 

time, if you are in the private session and if you are submitting quizzes and assignments to the 

private section. 

There is still 1 pending invitation for a student who is still enrolled in the course.

At the end of the term, I will not port grades from the public session in Coursera.

If you have any questions or concerns, talk with the TAs or email us cmput365@ualberta.ca.

Reminder I
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Reminder II

● Midterm marks are now available on eClass.

○ Average: 10.4; Median: 11; Std. Dev.: 3.2.

○ Exam viewing on Tuesday and Wednesday next week.

● I want your feedback!

○ Mid-term Course and Instruction Feedback online evaluation opened today.

○ It will close today.

○ 17 of 90 students responded so far 😭
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Plan / Reminder III

● What I plan to do today: 

○ Talk about Temporal-Difference Learning for Prediction (Beginning of Chapter 6 of the textbook).

● What I recommend YOU to do for Monday:

○ Read Chapter 6 up to Section 6.3.

○ Programming assignment (Policy evaluation with TD learning).
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Please, interrupt me at any time!
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Prediction
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“If one had to identify one idea as central and novel to reinforcement learning, it 
would undoubtedly be temporal-difference (TD) learning.”

Temporal-difference learning – Why?



TD Prediction

A simple every-visit Monte Carlo method is:
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TD Prediction

A simple every-visit Monte Carlo method is:

Temporal-Difference Learning:
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TD Prediction

A simple every-visit Monte Carlo method is:

Temporal-Difference Learning (specifically, one-step TD, or TD(0)):
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These are estimates all the way down…
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Tabular TD(0)
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Sample
update
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Temporal-Difference Error
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Example – Driving Home
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Example – Driving Home
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Example – Driving Home
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Example – Driving Home
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● Under batch training, constant-α MC converges to values, V(s), that are sample 
averages of the actual returns experienced after visiting each state s. These are 
optimal estimates in the sense that they minimize the mean square error from 
the actual returns in the training set.

● Bath TD(0) gives us the answer that it is based on first modeling the Markov 
process and then computing the correct estimates given the model (the 
certainty-equivalence estimate).

Optimality of TD(0)
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Example

V(A) = ?

V(B) = ?
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Example

V(A) = ?

V(B) = ¾ 
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TD vs Monte Carlo

“Batch Monte Carlo methods always find the estimates that minimize mean square 
error on the training set, whereas batch TD(0) always finds the estimates that would 

be exactly correct for the maximum-likelihood model of the Markov process.”

In general, the maximum-likelihood estimate of a parameter is the parameter 
value whose probability of generating the data is greatest.
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