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"Where did you go to, if I may ask?" said Thorin to Gandalf as they rode along.  

"To look ahead," said he.

"And what brought you back in the nick of time?"

"Looking behind," said he.

J.R.R. Tolkien, The Hobbit



You should be enrolled in the private session we created in Coursera for CMPUT 365.

I cannot use marks from the public repository for your course marks. You need to check, every 

time, if you are in the private session and if you are submitting quizzes and assignments to the 

private section. 

There were 2 pending invitations for students who are still enrolled in the course.

At the end of the term, I will not port grades from the public session in Coursera.

If you have any questions or concerns, talk with the TAs or email us cmput365@ualberta.ca.

Reminder I
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Plan / Reminder II

● The time of my office hours has changed.

○ Thursday 10:00am - 12:00pm in ATH 3-08.

● On the midterm:

○ I plan on marking it this week, worst case scenario next week you should have your marks.

● I want your feedback!

○ Mid-term Course and Instruction Feedback online evaluation opened today.

○ It will be open for this week only: Oct 16 – Oct 20.
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Plan / Reminder III

● What I plan to do today: 

○ Finish overview of Monte Carlo Methods for Prediction & Control (Chapter 5 of the textbook).

● What I recommend YOU to do:

○ Read Chapter 5 up to Section 5.5.

○ Graded Quiz (Off-policy Monte Carlo).

○ Programming Assignment is not graded this week.

4 CMPUT 365 – Class 16/35

Marlos C. Machado



Please, interrupt me at any time!
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Afterstates

● One could evaluate states after the agent has taken an action (instead of states 
in which the agent has the option to select an action).

● This is particularly useful when we have knowledge of an initial part of the 
environment’s dynamics but not necessarily of the full dynamics (e.g., how an 
opponent will reply in a game).

● This can be much more efficient!
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Example – Tic-Tac-Toe
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Back to MC
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Back to MC: An Example – Estimating vπ
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… …

+1+0+0



Exercise 5.5 of the Textbook

Consider an MDP with a single nonterminal state and a single action that transitions back to the 
nonterminal state with probability p and transitions to the terminal state with probability 1-p, Let the 
reward be +1 on all transitions, and let γ=1. Suppose you observe one episode that lasts 10 steps, with 
a return of 10. What are the first-visit and every-visit estimators of the value of the nonterminal state?
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Exercise 5.5 of the Textbook
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An Example – Estimating qπ
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Last Class: Monte Carlo ES
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MC Control without Exploring Starts
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We need to ensure that the 
probability we select each 
action is not zero.
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MC Control without Exploring Starts
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On-policy: You learn 
about the policy you 
used to make decisions.

Off-policy: You learn 
about a policy that is 
different from the one 
you used to make 
decisions.
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● … but how can we learn about the optimal policy while behaving according to an 
exploratory policy? We need to behave non-optimally in order to explore 🤔.

● So far we have been on-policy, which is a compromise: we learn about a 
near-optimal policy, not the optimal one.

● But what if we had two policies? We use one for exploration but we learn about 
another one, which would be the optimal policy?

Learning with exploration
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That’s off-policy learning!

Behaviour policy

Target policy



Cons

● It is more complicated.

● It has much more variance.
○ Thus it can be much slower to learn.

● It can be unstable.

Pros

● It is more general.

● It is more powerful.

● It can benefit from external data
○ and other additional use cases.

Pros and cons of off-policy learning
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Check Example 5.5 in 
the textbook about 
Infinite Variance



What’s the actual issue?

Let π denote the target policy, and let b denote the behaviour policy.

We want to estimate 𝔼π[Gt], but what we can actually directly estimate is 𝔼b[Gt].            

In other words, 𝔼[Gt |St = s] = vb(s).
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Importance Sampling

A general technique for estimating expected values under one distribution given 
samples from another. It is based on re-weighting the probabilities of an event. 
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Importance Sampling

In RL, the probability of a trajectory is:
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Importance Sampling

In RL, the probability of a trajectory is:

the relative prob. of the traj. under the target and behavior policies (the IS ratio) is:

The IS ratio does 
not depend on the 
MDP, that is, on            
p(s’, r | s, a)!

We require coverage: 
b(a|s) > 0 when π(a|s) > 0
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The solution

The ratio ρt:T-1 transforms the returns to have the right expected value:
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Ordinary importance sampling: 

Weighted importance sampling:

Set of all time steps in 
which state s is visited.



Incremental update (Weighted IS)

We want to form the estimate 
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The update rule for Vn is

and  
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Off-policy MC prediction for estimating qπ
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