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Abstract

A challenge of computer graphics is to renderas realistically as pos-
sible manmade and natural objects. This paper presents a method
for image-based modeling and rendering of objects with arbitrary
(possibly anisotropic and spatially varying) BRDFs. An object is
modeled by sampling the surface’s incident light field to reconstruct
a non-parametric apparent BRDF at each visible point on the sur-
face. This can be used to render the object under arbitrarily spec-
ified illumination. We demonstrate how these image-based objects
can be embedded in synthetic scenes and rendered under global il-
lumination or composited into video footage.

1 Introduction

A goal within many computer graphics and video applications is
to render as accurately as possible scenes composed of natural and
synthetic objects. Advances in computation and global rendering
techniques can now effectively simulate the most significant radio-
metric phenomena to produce accurate renderings so long as the ge-
ometric and reflectance models are accurate. Yet while researchers
and practitioners have succeeded in developing accurate reflectance
models for manufactured objects such as plastics and metals, they
have stumbled in the development of reflectance models for natural
objects. Consider the challenges of modeling and accurately ren-
dering materials like leather, wrinkled human skin, shag carpeting,
the fur on an old mare, or a plate of greasy French fries. These ob-
jects have extremely complex reflectance properties, including spa-
tial nonhomogeneity, anisotropy, and subsurface scattering.

Consequently, image-based modeling and rendering techniques
have recently emerged for renderings of natural or complex scenes.
Yet most efforts focus on viewpoint variation often at the expense
of the ability to control lighting. For example, image-based texture
maps are effective when the synthetic lighting during rendering is
similar to that during acquisition. This makes it difficult to embed
these and other image-based object models (e.g., Lumigraphs/light
fields) in either synthetic or natural scenes unless the lighting in
these composed scenes is identical to that in the image-based object
model acquisition. To more effectively handle arbitrary lighting,
recent methods have attempted to recover reflectance properties of
objects [7, 27, 20] though they generally assume that the reflectance
properties at each point can be characterized by a few parameters
and that their variation across the surface is also characterized by a
few parameters (e.g., albedo variation).

It has long been recognized that while ad-hoc reflectance mod-
els such as Phong can be used to represent certain materials (e.g.,
smooth plastics), these models do not effectively capture the re-
flectance of materials such as metals and glazed ceramics. As a
result, a number of physics-based reflectance models have been de-
veloped to more accurately capture the reflectance of rough met-
als [23, 6], matte surfaces [18] or objects with anisotropic re-
flectance [24]. Important to developing these physical models is
the understanding of how materials such as dialectrics reflect light,
but perhaps more important is the understanding of how to char-
acterize the micro-structure of the surface and the impact of shad-

Figure 1: Not all BRDFs have a simple lobe structure. Images of a
small teddy bear were acquired as a point light source was moved
over a quarter of a sphere. The plot shows the measured intensity of
one pixel as a function of light source direction, with the direction
specified in degrees of spherical angles.

owing, interreflection, masking and foreshortening. More elabo-
rate models of the surface geometry (micro-facets) have been devel-
oped [2, 13, 18] yielding more realistic reflectance functions. Yet
each of these only characterizes a limited class of surfaces and none
of them address the nonhomogeneity of reflectance functions over
the surfaces of objects.

In this paper, we present a method for rendering images of ob-
jects with arbitrary reflectance functions. The reflectance functions
may be anisotropic and spatially varying. The illumination of the
object is likewise unrestricted. We adopt a common assumption
that the reflectance of an object can be locally modeled by a bidi-
rectional reflectance distribution function (BRDF). A general BRDF
at a point on the surface is the ratio of the outgoing radiance to the
incident irradiance. The BRDF can be represented as a positive 4-D
function �(̂i; ê) where î is the direction of an incident light ray, and
ê is the direction of the outgoing ray.

As a simple empirical illustration of the complexity of the
BRDFs of real surfaces, consider the plot shown in Fig. 1. For
a small teddy bear, covered with a velour-like material, this plot
shows the measured intensity of one pixel on a convex portion of
the object as an isotropic point source is moved over a quarter of a
sphere at approximately a constant distance from the surface. Notice
the broad, bending band and the multiple peaks – this is qualitatively
very different than the BRDFs arising from reflectance models such
as Phong.

Our method for image-based modeling uses only a single view-
point of the object, but manyimages of the object illuminated by a
point light source moved over some surface about the object. This
surface should be star-shaped (e.g., convex) with respect to all sur-
face points, and in practice we use a sphere. If a second set of im-
ages, obtained by moving a point source over a second star-shaped
surface, is available, then the method in [1] can be used to recon-
struct the surface’s geometry. We use the recovered shape and sam-
pling of the object’s light field to efficiently and accurately render
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images of real objects under novel illumination conditions. In par-
ticular, we estimate an apparent BRDF for the surface patches cor-
responding to every pixel. This apparent BRDF differs from the
true BRDF in that it is expressed in a global coordinate system and
it includes (1) shadows that the object might cast upon itself, (2)
the cosine foreshortening term, and (3) the effects of interreflection
from the object onto itself. When using this apparent BRDF for
rendering, it will exactly account for self shadowing and foreshort-
ening, and the interrelationship will often closely approximate those
that would occur in a real scene.

Consider other approaches to image-based modeling and render-
ing. In [3, 9, 11, 12, 14, 16, 21], images of a real object taken
from multiple viewpoints are used to render synthetic images of the
object from arbitrary viewpoints. In [3, 9, 11, 14, 21], few real im-
ages are needed for the synthetic renderings, but the method first
must determine a 3-D model of the scene by establishing the corre-
spondence of feature pixels in the real images. A radical departure
from reconstruction or correspondence-based approaches to image-
based rendering is the 4-D lumigraph [12] or light field [16]. (See
also [26]). In these methods, renderings of the object from novel
viewpoints can be synthesized without any 3-D model of the scene;
however, thousands of real images are needed for accurate render-
ings. See the discussion in Section 2.

In contrast to this work, we present a method for rendering syn-
thetic images of an object or scene from a fixed viewpoint, but under
arbitrary illumination conditions. The method uses many images
of an object illuminated by point light sources, to recover the ob-
ject’s shape and then to estimate an apparent BRDF. The problem
of synthesizing images for Lambertian surfaces with light sources
at infinity without shadows is considered in [22] and with shadows
in [4]. Methods for re-rendering images with diffuse linear combi-
nations of images formed under diffuse light is considered in [17].
In [25, 7], a method is proposed for performing image-based ren-
dering under variable illumination by estimating an apparent BRDF
(for a fixed viewing direction) associated with each scene point by
systematically moving light sources at infinity. However, to synthe-
size images for nearby light sources, 3-D scene geometry as well
as the apparent BRDF at each point is needed, and it is assumed
that geometry has been acquired by some other means (e.g., a range
finder).

The rest of this paper is organized as follows. In the next sec-
tion, we detail our method for image-based modeling and rendering,
presenting the results of rendering isolated objects with complex
BRDFs under novel lighting conditions. In Section 3, we present a
method for embedding real objects in complex (possibly synthetic)
scenes. In Section 4, we present a new method for, and results from,
compositing these image-based objects into a video stream. Finally
in Section 5, we summarize our method [1] for reconstructing the
object’s geometry using a double covering of the surface’s incident
light field.

2 Image-based Modeling and Rendering

At SIGGRAPH 1996, two papers introduced a novel approach to
image-based rendering of natural 3-D scenes from arbitrary view-
points [12, 16]. Rather than modeling object geometry and the re-
flectance function across the surface as is traditionally done in com-
puter graphics, the approach is based on directly representing the ra-
diance in all directions emanating from a scene under fixed illumina-
tion. As discussed in [15], the set of light rays is a four-dimensional
manifold. Under static illumination, the radiance along a ray in free
space is constant. Note that this reduces the 5-D plenoptic function
to 4-D [10]. Now consider surrounding a scene by a closed smooth
convex surface. By moving a camera with its two-dimensional im-
age plane over the entire surface (a 2-D manifold), one can sample
the intensity along every ray emanating from the surface’s convex
hull. In doing this, one obtains a function on the 4-D ray space L

which has been called the Lumigraph [12] or light field [16].

For any viewpoint o outside of the surface, an image can be
synthesized by considering the radiance of all of the rays passing
through o. The set of rays passing through o is simply a two-
dimensional subset of L, and the radiance of those rays that in-
tersect the image plane are used to compute the irradiance at each
point of the synthesized image. This turns rendering into a prob-
lem of simply indexing into a representation of L rather than ray
tracing, for example. The advantages of such an approach are that
the representation is constructed directly from images without need-
ing reconstruction or correspondence, that no assumptions about the
surface BRDF are required, and that interreflections do not need to
be computed since they occurred physically when the images were
acquired. The main challenges and issues of this approach are inter-
polation from the finite number of sample images, compression of
the lumigraph/light field representation which is constructed from
a very large number of images, and accurate camera localization
during modeling.

In [12, 16] the illumination must be fixed during modeling, and
all synthesized images are valid only under the same illumination;
this complicates the rendering of scenes composed of both tradi-
tional geometric models and lumigraphs/light fields under general
lighting. It is natural to ask whether one could “turn the lumi-
graph/light field around” and synthesize images under fixed pose,
but variable lighting. As described in [15], the space of source rays
illuminating a scene is also four-dimensional. Like the rays passing
through a camera’s optical center, the set of light rays emanating
from a point light source is two-dimensional. Hence, by moving
an isotropic point source over a closed surface (a 2-D manifold)
bounding a scene, images can be acquired for all possible source
rays crossing this surface. Let the surface of point source loca-
tions be given by s(�; ) and the corresponding images be given
by I(�;  ). We call the collection of images denoted I(�;  ) the
object’s illumination dataset.

Now consider synthesizing an image from the same viewpoint,
but under completely different lighting conditions. The applied
lighting is a function on the 4-D light ray space. For a single il-
lumination ray g arising from some source ssyn, we can find the
intersection of the ray with the surface of point sources. The inter-
section is a point light source location s0 = s(��; � ) and there is
a corresponding image I(��; � ). There exists a light ray emanating
from the point source s(��; � ) coincident with g which intersects
the scene, and sheds light onto some image pixel. However, it is
not evident which pixel of I(��; � ) corresponds to the intersection
of the illuminating ray and the surface – unless the 3-D position of
the point p is known. See Fig. 2.

These observations lead us to a method for rendering an image of
a scene illuminated by a synthetic point light source ssyn that does
not necessarily lie on the surface defined by s(�; ). The method
can clearly be extended to render scenes under any illumination,
e.g., area sources, strip sources, point sources at infinity, etc. First,
the 3-D positions of points p on the surface must be obtained and
pixel registered with the image set. (We summarize such a method
in Section 5 for objects with arbitrary BRDFs.)

Next, the surface of light source locations s(�; ), is triangu-
lated. To determine the intensity of a pixel q for point light source
ssyn, we find the intersection s0 of the ray defined by p (the surface
point corresponding to pixel q) and s with one of the triangles in the
triangulation. See again Fig. 2. If the intersection happens to be a
vertex, then the intensity of the pixel in the corresponding measure-
ment image could be used. Since this is rarely the case, we instead
interpolate the intensities of corresponding pixels associated with
the three vertices to estimate the intensity i0(q) for a fictitious point
light source at s0. Because the solid angle of the surface correspond-
ing to q as seen by ssyn and s0 depends on the squared distance, the
pixel is rendered with
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Figure 2: To determine the intensity i(q) of pixel q for a point
light source ssyn that does not lie on s(�; ), knowledge of the 3-D
position of the corresponding surface point p is required. (Note that
the surface point p is viewed from the direction r̂(q) by the pixel
q.) If the 3-D position of p is known, the intersection s0 of the ray
from p through ssyn with the triangulated surface of light sources
can be determined. Based on the vertices (sample light sources) of
the triangle containing s0, the image intensity i(q) is computed by
interpolating the measured pixel intensities in the images formed
under light sources located at the vertices. Here the light source
located at the vertices are represented by the light source icons on
either side of s0.

i(q) =
jjp(q)� s0jj2

jjp(q)� ssynjj2
i
0(q): (1)

This process is repeated for each pixel q in the rendered image.
Note that the 3-D position of p is used in two places. First it

is used to index into the set of triangles, and secondly it is used to
determine the 1=r2 loss. For each pixel in the synthesized images,
this procedure can be performed independently. Images for multiple
point light sources can be synthesized simply through superposition
of the images formed for each light source, weighted by the relative
strength of the light sources.
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Figure 5: To render the image of the cup, top, from a point light
source located 23 cm away, intensities from a number of images in
the object’s dataset were interpolated. The lower left image color
codes each pixel in the rendered image with the triplet of light
sources whose corresponding images were used to render that pixel.
On the bottom right, the corresponding triplets of light source po-
sitions are shown. The dots on the sphere denote the light source
positions. The color triangles denote triplets of light source posi-
tions. The three images acquired by the three light source positions
in the triplet are used to render the intensities of the like-colored
regions in the synthetic image, bottom left and top.

shows two examples of a scene containing a pitcher (the “real” ob-
ject) under two different lighting conditions. For shadow and reflec-
tion ray calculations, the pitcher is represented by a 3-D model. The
surface of the model was rendered using a custom surface shader,
which uses the array of images of the pitcher as shown in Fig. 4 to
perform image-based rendering. For each incoming light ray from
the scene, the three images with light directions closest to the ray
direction are used to interpolate the color of the surface.

4 Compositing Real Objects in Video

Here, we introduce a method for automatically compositing a real
object into a video sequence using a set of images of the object cap-
tured with fixed pose and variable illumination. Similar systems for
compositing synthetic objects into real scenes have been proposed
in [8, 19]. Their techniques address inserting synthetic objects with
known geometry and reflectance properties. In contrast, our tech-
nique is used to insert a real object with an arbitrary geometry and
BRDF by indexing into a previously captured illumination dataset.
In particular, this method is designed (1) to composite real objects
onto real video such that the illumination on the composited object
matches the illumination in the real scene, (2) to provide realistic
shadowing onto the background scene under multiple illuminates,
(3) to capture the effects of interreflection between the composited

Figure 6: Synthetic images of three different objects were rendered
for this figure: a dirty brass owl, top left; a ceramic figurine, top
right; and a red delicious apple, bottom left and right. The objects
are rendered under point light sources with locations significantly
different from those in the objects’ respective illumination datasets.
The rendering technique used is that described above and in Fig. 5.

object and the background scene.
To convincingly composite an object within a scene captured in a

video sequence requires knowledge of how the scene is illuminated
– not at just one moment in time but across the whole temporal se-
quence. If we could measure, as a function of time, the light field
surrounding the location where the object is to be composited, then
we could render, using the method described in Section 2, images
of the object with the correct illumination. Yet due to the difficulties
in dynamically gathering light fields, we employ a simpler alterna-
tive. Instead of measuring the light field, we dynamically measure
the radiance at the location where the object is to be composited.
Thus, we simultaneously gather two video sequences: one of the
actual scene and the other of the radiance at the location within the
scene where the object is to be composited. For each frame in the
sequence, we use the gathered radiance maps to select the appropri-
ate collection of images from the illumination dataset of the object
to be composited. If the radiance map for a video frame contains
a single point light source, only one image from the illumination
dataset is used. If the radiance map contains multiple or extended
sources, the image of the object is rendered as the superposition of
the singularly illuminated images.

This approximation works quite well for pixels on the object,
but it ignores the effects of shadows and interreflections cast from
the object onto the scene background. To overcome this, we gather
our illumination datasets in a manner that allows us to model these
effects. In particular, in addition to the illumination dataset we
gather a background illumination dataset; the background illumi-
nation dataset is identical to the illumination dataset except that the
object has been removed from the scene. The addition of the back-
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Figure 7: In this scene rendered using the Blue Moon Rendering
Tool Kit, the background, supporting plane, and apple are synthetic
while the ceramic cup is real.

ground image allows us to compute – through simple ratios of the
two images – how the intensity and color of the background (out-
side of the boundary of the object) is altered by the presence of
the object. This effect is expressed by a radiance scale factor. In
shadow regions, the background will be darkened and the radiance
scale factor is less than one; in regions of interrefletion, the back-
ground will be lightened and the radiance scale factor is greater than
one. The radiance scale factor is then used to darken or brighten the
region surrounding the object in the composite frame. The method
is exact if the background in the scene and the background in the
illumination dataset have the same geometry and reflectance and is
an approximation otherwise.

We present our complete method through the following com-
positing example. A video sequence was filmed using a Sony
HandyCam mini digital video camera. Simultaneously, the radi-
ance at the point where the object will be composited was captured
using a Nikon CoolPix 990 digital camera with a fisheye lens attach-
ment. The camera’s MPEG capture capability was used to acquire
a video sequence; the field of view of the fisheye was slightly larger
than a hemisphere; and the camera was radiometrically calibrated.
Together, this allowed us to construct a sequence of radiance maps
that captured how the lighting environment varied over time. (Our
radiance maps are similar to those obtained with metallic spheres
in [8], though the price paid for obtaining a time sequence of radi-
ance maps through video acquisition was limited dynamic range.)
In each frame, the pixel coordinates of the light sources in the fish-
eye radiance maps were determined automatically and used to select
the images in the illumination dataset corresponding to the closest
captured light source locations. The object was then composited
into the video frame using a superposition of the selected images
and the radiance scale factor adjustment described in more detail
at the end of this section. Note that the illumination datasets were
acquired with light sources located at every two degrees in azimuth
and elevation over the upper front quadrant of a sphere.

A one-time segmentation was performed to label the pixels as
corresponding to either the object or the background; this process
was done by hand, but it would be a simple extension to automate
this process as well. Since the viewpoint was fixed, it was suffi-
cient to segment a single image within each illumination dataset. A
large “active” region encompassing the object, shadows, and inter-
reflections in the entire illumination dataset was also hand selected,
although only a rough boundary was needed. The radiance scale
factor m(q) was computed for each pixel q in the active region as
follows

m(q) = iobject(q)=iback(q) (3)

where iobject(q) was the intensity of the pixel q of the appropriate
illumination dataset image with the object present, and iback(q) was
the intensity of the pixel q of the corresponding illumination dataset

Figure 8: This figure shows how images of an object are compos-
ited into video footage. The top row shows a still frame from the
video sequence, left, and the recorded radiance map, right. Note
that the dark circle, top left, is the fisheye lens for the Nikon camera
recording the radiance map, top right. The second row shows the
image from the illumination dataset, left, and the image from the
background illumination dataset corresponding to one of the light
sources detected in the radiance map. The third row shows a dia-
gram outlining the segmented object boundary and the active region
in the composite image. The fourth row shows the composite image.

5
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Figure 9: The above images show 8 still frames from a video compositing sequence of a birthday party. The top row shows the still frames
before images of an object are composited. The middle row shows the still frames recording the incident radiance at the point on the table
where the object is to be composited. The radiance is measured by a Nikon Coolpix 990 camera operating in video mode. The Nikon camera
is outfitted with a fisheye lens with a 183 degree field of view. The radiance images from the Nikon camera are automatically processed and
used to render – frame by frame – the appropriate images of the object to be composited. The bottom shows the still frames after images of
the object have been composited.

background image. For color images, this factor can be computed
separately for each of the three color channels.

The pixel value in the final composite image was computed as
follows: if the pixel was on the object to be composited, we assigned
the object image value to the composite image; if the pixel was in
the active region but not on the object, we scaled the video frame
value by the radiance scale factorm and assigned it to the composite
image; and if the pixel was outside of the active region, we assigned
the video frame value to the composite image.

The above procedure is illustrated in Fig. 8. The top row shows
a still frame from the video sequence, left, and the recorded radi-
ance map, right. Note that the dark circle, top left, is the fisheye
lens for the Nikon camera that recorded the radiance map, top right.
The second row shows the image from the illumination dataset,
left, and the image from the background illumination dataset, right,
corresponding to one of the light sources detected in the radiance
map. The third row shows a diagram outlining the segmented ob-
ject boundary and the active region in the composite image. The
fourth row shows the composite image. Note the consistent shadow
cast by the animals onto the supporting table.

Figure 9 shows still frames from a composite video sequence.
The top row shows the original frames, without compositing. The
middle row shows the corresponding radiance maps. The bottom
row shows the composited frames. The sixth column from the left
has the frames described in Fig. 8.

5 Reconstruction

In this section, we overview a method for surface reconstruction that
is described in detail in [1]. We include this method only for com-
pleteness. The method resembles photometric stereo in that a single
viewpoint and multiple lighting directions are used, yet differs sig-
nificantly in that depth is directly estimated, and no assumptions are
made about the surface BRDF.

Consider a fixed calibrated pinhole camera observing a static
scene. Let the coordinates of a point on the image plane be given
by q 2 IR2. For every q, there is a line passing through the optical
center o in the direction r̂(q) (i.e., the line of sight of pixel q). See
again Fig. 2. The image point q is the projection of a scene point p
lying on the line defined by o and r̂(q). The depth �(q) of p from
o is unknown, and the relation can be expressed as

p(q; �) = �(q) r̂(q) + o: (4)

The process of reconstruction is to estimate the depth map �(q), in
this case from images gathered under different lighting conditions.
Since we will be able to independently estimate � for each q, we
will drop q from our notation.

Consider the scene to be illuminated by an isotropic point light
source (not at infinity) whose location s 2 IR3 is known. The direc-
tion of the light ray from s to p is d̂(s; �) = 1

jjp(�)�sjj
[p(�)� s],

while the distance between s and p is d(s; �) = jjp(�)�sjj. Recall
from Section 2, we consider an apparent BRDF �(d̂; r̂) in a global
coordinate system as a function of the incoming light ray d̂ and the
outgoing direction r̂.

The image intensity measured at q is a function of the light
source intensity, d2(s; �) and �(d̂; r̂). Let all images be acquired
with the same light source which can be taken to have unit intensity.
As in Section 2, the measured image intensity (irradiance) for image
point q corresponding to a surface point at depth � illuminated by
light source s can be expressed as

i(d̂(s; �)) =
1

d2(s; �)
�(d̂(s; �); r̂): (5)

We now consider a method for simultaneously estimating the ap-
parent BRDF and the depth. Consider moving a point light source
over two non-intersecting star-shaped surfaces. For i=1,2, parame-
terize each surface by (�i;  i), and the position of the light source
on surface i is expressed as si(�i;  i). For every light source posi-
tion si(�i;  i), an image ii(�i;  i) is measured.

For every light source position from the first (inner) surface
s1(�1;  1), there is a light source on the second (outer) surface
s2(�2;  2) where the ray from p through s1(�1;  1) is identical to
the ray from p through s2(�2;  2). We can express this correspon-
dence of light sources on the two surfaces as a change of coordi-
nates �2(�1;  1;�) and  2(�1;  1;�). This change of coordinates
depends on the unknown location of p, and so it is parameterized
by the depth �.

For such a pair of light sources s1(�1;  1) and s2(�2;  2), the
value of the apparent BRDF �(d̂; r̂) is the same, and so the image
intensities are related by

i2(�2;  2) =
[d1(s1(�1;  1); �)]

2

[d2(s2(�2;  2); �)]2
i1(�1;  1)

= i2(�2(�1;  1;�);  2(�1;  1;�)) (6)

This relation between the intensities for corresponding light sources

6
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can be used to form an objective function in the depth �:

O(�) =
R R

[d22(�)i2(�2(�1;  1;�);  2(�1;  1;�))

�d21(�)i1(�1;  1)]
2
d�1d 1: (7)

The depth � is then found by minimizing O(�), which would be
zero without any image noise. At such a minimum, we have found
a depth where the correspondence between light sources on the two
surfaces leads to image intensities which are consistent. Further
details and examples of reconstructions based on this method can
be found in [1].

6 Discussion

We have presented a method for rendering novel images of an object
under arbitrary lighting conditions. The method correctly handles
shadowing without the need for ray tracing and can synthesize point,
anisotropic, extended, or any other type of light source.

There are, of course, many issues to explore. As in the lumi-
graph work [5], what is the relation of the BRDF and geometry to
the sampling rate of light sources that yields effective renderings?
What are efficient ways to compress the presumably redundant in-
formation for most scenes? What are fast ways to render images
using the resulting representation? How can such methods be ex-
tended to handle different viewpoints as well as illumination? Note
that we only really recover a 2-D slice of the BRDF at each point.
Are there principled means to extrapolate the apparent 4-D BRDF
from the 2-D slice so we can correctly render novel viewpoints?
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