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Abstract

Partitioned Global Address Space (PGAS) languages promise to deliver improved programmer productivity and good performance in large-scale parallel machines. However, adequate performance for applications that rely on fine-grained communication without compromising their programmability is difficult to achieve. Manual or compiler assistance code optimization is required in order to avoid fine-grained accesses. The downsides to manually applying code transformations are the increased program complexity and hindrance of the programmer’s productivity. On the other hand, compiler optimizations of fine-grained accesses require knowledge of physical data mapping and the use of parallel loop constructs.

This thesis presents optimizations for solving the three main challenges of the fine-grained communication: (i) low network communication efficiency; (ii) large number of runtime calls; and (iii) network hotspot creation for the non-uniform distribution of network communication. To solve these problems, the dissertation presents three candidate solutions. It presents first an inspector-executor transformation for improving the network efficiency through runtime aggregation. Second, it presents incremental optimizations to the inspector-executor loop transformation to automatically remove the runtime calls. Finally, the thesis presents a loop scheduling transformation for avoiding network hotspots and the over-subscription of nodes. In contrast to previous work that use static coalescing, prefetching, limited privatization, and caching, the solutions presented in this thesis focus cover all aspects of fine-grained communication, including reducing the number of calls generated by the compiler and minimizing the overhead of the inspector-executor optimization.

A performance evaluation that uses various microbenchmarks and benchmarks, and presenting scaling and absolute performance numbers of a Power 775 machine, indicates that applications with regular accesses can achieve up to 180% of the performance of hand-optimized versions. In contrast, the transformations yield from 1.12X up to 6.3X speedup in applications with irregular accesses. The loop scheduling shows performance gains between +3% and +25% for NAS FT and bucket-sort benchmarks, and up to 3.4X speedup for the microbenchmarks.
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Chapter 1

Introduction

Next-generation architectures and large-scale parallel machines are increasing in size and in complexity. In this context, programming productivity is becoming crucial for software developers. Parallel languages and programming models need to provide simple means for developing applications that can run on parallel systems without sacrificing performance. New programming models provide attractive alternative ways of programming complex and parallel architectures. The programming model should provide a transparent method for effectively moving data without any efficiency loss relative to memory management.

The "automatic" memory management is becoming increasingly important for the compiler developer. The memory management must be transparent to the programmer, in a similar manner as the virtual memory in modern computers. High performance machines with attractive performance/price ratio are not enough to attract talented programmers into the High Performance Computing (HPC) due to complex programming. The productivity gap between distributed memory and shared memory machines is increasing especially with the standardization of the OpenMP [1] programming model.

A popular programming model for distributed systems is the Distributed Shared Memory systems (DSMs) [2, 3, 4, 5, 6]. Distributed Shared Memory (DSM) systems refer to a wide class of software and hardware implementations, in which each node of a cluster has access to shared memory in addition to each node’s non-shared private memory. However, most of the DSM systems rely on the page fault mechanism with page prefetching and often have poor performance on fine-grained communication [7]. Partitioned Global Address Space (PGAS) [8, 9, 10, 11, 12, 13, 14, 15] languages introduce some complexity through the partitioning of data, due to low performance of the Global Address Space languages and software distributed shared memory systems. PGAS languages extend existing languages or create new ones with constructs to express parallelism and data distribution.

Partitioned Global Address Space programming languages provide a uniform programming model for local, shared and distributed memory hardware. The programmer sees a single coherent shared address space, where variables may be
directly read and written by any thread, but each variable is physically associated with a single thread. These languages provide a simple, shared-memory-like programming model, where the address space is partitioned and the programmer has control over the data layout. They boost programmer productivity by using shared variables for inter-process communication instead of message passing [16, 17, 18].

1.1 Objective of the thesis

The key insight that motivates PGAS languages is that accessing data using individual reads and writes to the shared space, just as any programmer would do in a serial application increases programmer productivity. In a distributed environment, however, this coding style translates into fine-grained communication, which has poor efficiency and hinders performance of PGAS applications. The low communication efficiency of fine-grained data accesses has been identified by many researchers [19, 20] as one of the main bottlenecks of PGAS languages.

Regardless of all research community efforts, the de facto programming model for distributed memory architectures is still the Message Passing Interface (MPI) [21]. One reason is that PGAS programs deliver scalable performance only when they are carefully tuned. Often, after initial coding, the programmer tunes the source code to produce a more scalable version. However, the reality is that, at the end of these modifications, the PGAS code resembles very much his MPI equivalent, often nullifying the ease-of-coding advantage of these languages. In PGAS languages, the programmer accesses the data using individual reads and writes to the shared space. However, in a distributed environment this coding style translates into fine-grained communication, which has poor efficiency and hinders performance of PGAS applications [22, 20]. Due to the poor performance of fine-grained accesses, PGAS programmers optimize their applications by using large data transfers, whenever possible.

This dissertation tries to answer the following question: Can applications written in the UPC programming model provide comparable performance with the hand-tuned MPI versions? The objective of this thesis is to improve performance of applications that use fine-grained communication, without hindering its programmability. The optimizations achieve comparable performance to the equivalent manual optimized versions. The thesis presents compiler and runtime optimizations for solving the three major problems of the fine-grained communications: (i) low efficiency of network communication; (ii) large number of runtime calls; and (iii) network hotspot creation for the non-uniform distribution of network communication, especially in all-to-all patterns. The work was carried out using the Unified Parallel C (UPC) language, although it can be applied to other PGAS languages as well.
1.1. OBJECTIVE OF THE THESIS

1.1.1 Dynamic Data Coalescing

The first part of the thesis provides solutions to the problem of low network efficiency created by fine-grained communication. The research community has proposed various techniques to decrease the performance penalty of fine-grained communication. Previous approaches to optimize the inter-node communication include the use of inspector-executor transformation [23, 24, 25, 26, 27, 28], static coalescing [22, 29, 30, 31], limited privatization [32, 33], and software cache [34, 35]. However, the existing solutions have two important limitations: (i) they require knowledge of physical data mapping at compilation time or the usage of a work-sharing construct; (ii) they incur high overheads at runtime.

The programmer must specify the number of threads, the number of processing nodes, and the data distribution at compile time in order the compiler to have knowledge of physical data mapping at compile time (i). Also, the programmer must use worksharing constructs (upc forall in UPC) to help the compiler to optimize the accesses. Nevertheless, applications do not make extensive use of the worksharing construct in practice. Thus, a substantial number of shared accesses inside serial loops (for, while ...) are not optimized. In the second case (ii), the inspector-loop optimizations and cache systems usually produce high overheads that burden the application performance.

The first part of the thesis presents a compiler optimization with the proper runtime support to tolerate the latency of fine-grained accesses, through prefetching and coalescing techniques [36]. The optimization uses loop transformations and runtime support, to increase the communication efficiency and tolerate network latencies. The transformation uses the inspector-executor approach [24, 23, 37, 26] to discover the affinity between accesses and data allocation in the absence of explicit compile time affinity information, and thus to enable the runtime to coalesce fine-grained accesses.

The aggregated network communication has three advantages. (i) It amortizes the per-message overhead at the end-points over the large amount of data being sent. (ii) It amortizes the per-packet routing and header information. (iii) Large messages require only a single acknowledgement rather than one per message, which contributes to reduction of traffic, end-point overhead, and possible network contention.

However, this approach has two drawbacks. First, the inspector-executor transformation inserts additional overhead for analyzing and aggregating at runtime the shared data. To increase the efficiency of this optimization, the system uses double buffering techniques to amortize the overhead. The second source of overhead is the large number of runtime calls. The inspector-executor transformation injects more runtime calls for collecting and inspecting elements. Thus, the number of runtime calls is doubled. To solve this problem, the thesis proposes a number of compiler optimizations for removing the calls as we discuss in the following section.
1.1.2 Reducing the overhead of inspector-loops

The inspector-executor transformation increases the network efficiency using large messages over the network interconnect. However, the transformation has a big disadvantage. The optimization increases the instrumentation overhead due to additional runtime calls in the inspector loop. The second part of the thesis proposes different approaches to reduce the number of runtime calls. The thesis presents a set of compiler optimizations [38] to increase the efficiency of UPC language by removing runtime calls and addressing some of the weaknesses found in traditional compiler optimizations in loops. The techniques include inspector-executor improvements to decrease the overhead and a lightweight code invariant loop motion.

The first technique employed involves the usage of Constant Stride Linear Memory Address Descriptors (CSLMADs) [39], a restrictive form of Linear Memory Descriptors [40, 41]. CSLMADs constitute an efficient way to capture accurate array access information. Thus, the compiler can effectively remove the calls from the inspector and executor loops when the access pattern is regular. Furthermore, the compiler uses a temporary vector to collect the shared indexes in the inspector loops to improve performance on benchmarks with irregular access patterns.

The last part of this section presents a lightweight loop code motion. Loop-invariant code motion is a traditional compiler optimization which performs this movement automatically. The compiler automatically moves outside of the loop main body statements and expressions that don’t affect the semantics of the program. However, shared scalar and pointers can make the analysis hard, leaving some shared accesses inside the body of the loop. The algorithm uses the reaching definitions analysis through the Static Single Assignment (SSA) [42] representation to detect and move the statements that use shared variables before the loop.

1.1.3 Improving the all-to-all communication pattern

The last part of the thesis presents optimizations for improving the network communication and avoiding the creation of hotspots. In order to effectively avoid congestion the programmer or the runtime must spread non-uniform traffic evenly over the different links. Moreover, an important number of UPC applications that require all-to-all communication can create hotspots during the communication without the awareness of the programmer. This pattern shows up in a large number of scientific applications including FFT, Sort, and Graph 500. The UPC programs can suffer from shared access conflicts on the same node and network link congestion.

This section first explores the possible approaches to distributing the accesses through the network by manually modifying the source code. Next, the thesis presents a loop transformation technique that improves the performance of the all-to-all communication without the programmer’s interference. The transformation “skews” or randomly distributes the traffic using all the UPC threads to reduce the
1.2. CONTRIBUTIONS

possibility of hotspot creation on the interconnection network and overwhelming of the nodes.

1.2 Contributions

This dissertation presents how new programming models provide comparable performance with the message passing models, when using fine-grained communication. The thesis makes the following contributions:

- It presents coalescing and prefetching techniques that use loop transformations and runtime support to increase communication efficiency and tolerate the network latencies [43, 36, 38]. It demonstrates that dynamic analysis and coalescing at runtime can significantly improve the performance of fine-grained accesses inside loops, without having to know the physical data mapping or use the \texttt{upc\_forall} parallel structure.

- It proposes a number of optimizations to decrease the impact of library calls that fine-grained communication produces [38]. The optimizations include an analysis based on Constant-Stride Linear Memory Descriptors (CSLMADs), insertion of inline checks for local data, and a new shared-reference-aware loop-invariant code motion. This latter, is designed specifically for PGAS languages, to deliver improved performance for benchmarks that rely on fine-grained communication. This new approach to the compilation of PGAS applications results in programs containing fine-grained access benchmarks having comparable performance to that of coarse-grained benchmarks.

- It presents a compiler loop transformation that automatically schedules the loop iterations to increase the applications performance by decreasing the potential contention of the network [44, 45]. The evaluation shows that a compilers can provide comparable performance to the manual modified loop.

1.3 Outline

The remainder of this thesis is organized as follows. Chapter 2 introduces the Unified Parallel C programming language and the IBM XL UPC compiler framework. Chapter 3 presents the hardware environment and the benchmarks used for the evaluation. Chapter 4 demonstrates the inspector-executor transformation and runtime dynamic aggregation of shared-objects. Chapter 5 presents compiler transformations to reduce the overhead of the automatically compiler created calls. Chapter 6 presents approaches and compiler transformations to improve the performance of network using loop scheduling. The related work is reviewed in Chapter 7. Chapter 8 draws conclusions based on the findings, and discusses future research plans.
CHAPTER 1. INTRODUCTION
Chapter 2

Background

2.1 Partitioned Global Address Space Languages

Partitioned Global Address Space Languages (PGAS) programming languages provide a uniform programming model for local, shared and distributed memory hardware. The programmer sees a single coherent shared address space, where variables may be directly read and written by any thread, but each variable is physically associated with a single thread. PGAS languages, such as Unified Parallel C [9], Co-Array Fortran [10], Fortress [11], Chapel [12], X10 [13], Global Arrays [46], and Titanium [14], extend existing languages with constructs to express parallelism and data distribution.

The message passing models, such as MPI [21], use library calls for explicit communication between processes. On the other hand, in PGAS languages, the programmer can access each variable between processes without knowing if the access is remote or local. Figure 2.1 presents the differences between the programming models. Example implementations of shared memory programming model are the OpenMP [1] and Pthreads [47]. The downside of this approach is that the programmer is not always aware of the locality of data and can use remote accesses that lead to performance degradation. Other popular alternative shared memory programming models are for the Software Distributed Memory Systems (DSMs) [2, 3], such as Nanos DSM [4], ThreadMarks [5] and ParaADE [6]. Similarly to the PGAS, the programmer sees a global address space and the runtime is responsible for the communication.

2.2 Unified Parallel C

The Unified Parallel C (UPC) [9] is an example of PGAS programming model as an extension of the C programming language [48] designed for high performance computing on large-scale parallel machines. UPC uses a Single Program Multiple Data (SPMD) model of computation in which the amount of parallelism is fixed at program startup time, typically with a single thread of execution per processor.
In all cases, the compiler translates the shared remote access to runtime calls for fetching and storing the data. The result is portable high-performance compilers that run on a large variety of shared and distributed memory multiprocessors.

In order to better understand the concept of UPC programming model, this section explains the basic C language extensions. In UPC, there are two new keywords, the keyword ‘THREADS’ that describes the total number of threads and the keyword ‘MYTHREAD’ that describes the thread identifier starting from 0. The language defines two different types of variables, the shared and the private. The shared variables must be explicitly declared by using the keyword shared or they are considered private. The shared variables are used for communication between threads because they are visible from any thread. The private variables can only be accessed by a single thread. To access shared variables, the programmer must specify the keyword shared to the pointer declaration.

```c
int OUT[N][N];
int IN[N][N];

void stencil_kernel(){
    int i,j;
    for(i=1; i<N-1; i++){
        for(j=1; j<N-1; j++){
            OUT[i][j] = 0.25f * (IN[i-1][j] + IN[i+1][j] + IN[i][j-1] + IN[i][j+1]);
        }
    }
}
```

Listing 2.1: Serial version of a stencil kernel.

Furthermore, in UPC there is a new type of for loop, the upc forall loop, in which the iterations are executed in parallel, according to the language semantics. Each thread executes a fraction of iterations concurrently with other threads. At
2.2. **UNIFIED PARALLEL C**

the header of the loop, there is an additional expression, called affinity expression. The affinity expression specifies which executions of the loop will be performed by a thread.

Listing 2.1 presents a serial version of a stencil benchmark. A straightforward UPC parallel version is shown in Listing 2.2. Arrays IN and OUT are declared as shared (lines 1-2), and their elements will be distributed cyclically among the threads. The construct upc forall distributes loop iterations among the UPC threads. The affinity expression (&OUT[i]) in the upc forall construct specifies that the owner thread of the specified element &OUT[i] will execute the ith loop iteration.

```c
1 shared int OUT[N][N];
2 shared int IN[N][N];
3
4 void stencil_kernel(){
5   int i,j;
6   upc_forall(i=1; i<N-1; i++; &OUT[i] ){
7       for(j=1; j<N-1; j++ ){
8           OUT[i][j] = 0.25f * (IN[i-1][j] + IN[i+1][j] +
9                                   IN[i][j-1] + IN[i][j+1] );
10       }
11   }
12 }
```

Listing 2.2: Parallel version of a stencil kernel.

In this example access locality to array OUT is developed through the use of the affinity expression. Each runtime call may imply communication of one element of the array, leading to fine-grained communication which leads to poor performance. Communication traffic in this case is $O(N \times N)$ elements.

```c
1 #define B N*(N/THREADS)
2 shared [B] int OUT[N][N];
3 shared [B] int IN[N][N];
4
5 void stencil_kernel(){
6   int i,j;
7   upc_forall(i=1; i<N-1; i++; &OUT[i] ){
8       for(j=1; j<N-1; j++ ){
9           OUT[i][j] = 0.25f * (IN[i-1][j] + IN[i+1][j] +
10       IN[i][j-1] + IN[i][j+1] );
11       }
12   }
13 }
```

Listing 2.3: Blocked parallel version of a stencil kernel.

A better distribution of the shared data can be achieved through the use of layout modifiers. Listing 2.3 shows a distribution by rows, where each thread owns $n$ consecutive rows. Where $n = N/THREADS$ as specified by the [B]
### Chapter 2. Background

#### Threads

<table>
<thead>
<tr>
<th>Threads</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0 1 2 3</td>
</tr>
<tr>
<td>1</td>
<td>4 5 6 7</td>
</tr>
<tr>
<td>2</td>
<td>8 9 10 11</td>
</tr>
<tr>
<td>3</td>
<td>12 13 14 15</td>
</tr>
</tbody>
</table>

#### Data

<table>
<thead>
<tr>
<th>Threads</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0 4 8 12</td>
</tr>
<tr>
<td>1</td>
<td>1 5 9 13</td>
</tr>
<tr>
<td>2</td>
<td>2 6 10 14</td>
</tr>
<tr>
<td>3</td>
<td>3 7 11 15</td>
</tr>
</tbody>
</table>

Figure 2.2: Comparison of different data blocking possibilities.

The Blocking Factor (BF) is a layout qualifier that dictates the number of successive elements placed on the same UPC thread. This feature allows the programmer to select the data partitioning. The selection of a proper blocking scheme can significantly affect the performance of the application. Programmers use two common blocking schemes: the ‘blocked’ or the ‘cycled’. Figure 2.2 illustrates the different blocking schemes with the array declarations. Note that the programmer has also the possibility to allocate shared objects or arrays with affinity to only one UPC thread (Figure 2.2 right).

#### Listing 2.4: Stencil optimized parallel version.

```c
1  typedef struct {int r[N];} Row;
2  shared [*] Row IN[N+2*THREADS];
3  shared [*] Row OUT[N+2*THREADS];

4  void stencil_kernel(){
5    int i,j;
6    int lower, upper;
7    int rowssp;
8    rowssp = (N+2*THREADS)/THREADS;
9    lower = MYTHREAD*rowssp;
10   upper = (MYTHREAD+1)*rowssp -1;
11   /* exchange shadows - (code incomplete, no bounds check) */
12   /* shadow for lower boundary */
13   upc_memget(&IN[lower], &IN[lower-2], sizeof(Row));
14   /* shadow for upper boundary */
15   upc_memget(&IN[upper], &IN[upper+2], sizeof(Row));
16   for(i=lower; i<upper; i++){
17       for(j=1; j<N-1; j++){
18           OUT[i].r[j] = 0.25f * (IN[i-1].r[j] + IN[i+1].r[j] +
19                                       IN[i].r[j-1] + IN[i].r[j+1]);
20       }
21   }
22 }
23 }
```

In this example, the non-local read memory accesses are reduced to $O(2 \times N \times \text{THREADS})$ because only computation of positions in the boundary of each
2.3. OVERHEADS OF FINE-GRAINED ACCESSES

When the physical data mapping is unknown at compiler time, the compiler does not apply most of the UPC specific optimizations. Two problems arise from these codes with fine-grained accesses to shared data: (i) low communication efficiency because of the use of small messages, and (ii) high overhead due to the large number of runtime calls created.

Figure 2.3 presents the execution time breakdowns of two different benchmarks: fish [49] and Sobel [50]. It shows that little time is spent on the actual computation: 30% in fish and 35% in Sobel with 2 UPC threads. Several sources of overhead are identified: (i) time spent in accessing shared data (dereference phase) shows the impact of the communication latency for fine-grained accesses where communication is necessary for each dereference call; (ii) Shared pointer arithmetic (Ptr Arithmetic) also has an impact since shared pointers contain more
information than plain pointers and operations with them are expensive. This impact is greater in Sobel (20%) compared to gravitational fish because it contains nine shared accesses per loop iteration. Overall, the communication latency and the overhead from the large number of runtime calls burdens the performance of applications and motivates the presented optimization.

Listing 2.5, presents the computation kernel of the gravitational fish benchmark. The benchmark emulates fish movements based on gravity. The benchmark is an N-Body gravity simulation, using parallel ordinary differential equations [49]. Arrays fish and accel are declared as shared (lines 1-2). Shared arrays or shared objects are accessible from all UPC threads. The layout qualifier [NFISH/THREADS] specified that the shared object is distributed to different UPC threads in blocked form. The construct upc forall (line 9) distributes loop iterations among the UPC threads. The fourth expression in the upc forall construct is the affinity expression. The affinity expression (&fish[i]) specifies that the owner thread of the specified element executes the i-th loop iteration.

```
1 typedef struct fh { double x; double vx;
2       double y; double vy; } fish_t;
3 typedef struct f_acc { double ax; double ay; } fish_accel_t;
4
5 shared [NFISH/THREADS] fish_t fish[NFISH];
6 shared [NFISH/THREADS] fish_accel_t acc[NFISH];
7
8 for each time step {
9    /* Phase 1: Force calculation */
10       upc forall (i=0; i<NFISH; ++i; &fish[i]) {
11           tmpx = tmpy = 0;
12           for (j = 0; j < NFISH; ++j) {
13               dx = fish[j].x - fish[i].x;
14               dy = fish[j].y - fish[i].y;
15               a = calculate_force(dx,dy);
16               tmpx += a * dx / r; tmpy += a * dy / r;
17           }
18           acc[i].ax = tmpx; acc[i].ay = tmpy;
19       }
20       upc_barrier ();
21...  
22 }
```

Listing 2.5: UPC version of gravitational Fish.

Runtime calls are responsible for fetching, or modifying, the requested data. Each runtime call may imply communication of one element of the array, leading to fine-grained communication, which in turn leads to poor performance. The compiler transforms each shared access to runtime calls. Read accesses are translated into a _ptr_deref runtime call, while the write accesses translate into _ptr_assign. Each runtime call can have various arguments, including the offset of shared variable and the element size. At its turn, internally a PGAS runtime
takes care of accessing the data, which can be in a remote node and so it may imply communication, a get or a put, depending if you are reading or writing. Before the accessing shared pointers, the compiler also creates calls for shared pointer arithmetic (\texttt{\_\_ptr\_arithmetic}) as shown in Listing 2.6. The shared pointer is a fat pointer that contains information about the offset, the thread, and the allocated size. Note, that when the compiler knows the number of the UPC threads, it can eliminate the pointer arithmetic call and replace it with shifts and masks.

```c
for each time step {
  ...
  /* Phase 1: Force calculation */
  upc forall (i=0; i<NFISH; ++i; &fish[i]) {
    tmpx = tmpy = 0;
    for (j = 0; j < NFISH; ++j) {
      __ptr1 = __ptr_arithmetic( &fish[j].x, ...);
      __tmp1 = __ptr_dereference( ptr1, ...);
      __ptr2 = __ptr_arithmetic( &fish[j].y, ...);
      __tmp2 = __ptr_dereference( ptr2, ...);
      __ptr3 = __ptr_arithmetic( &fish[i].x, ...);
      __tmp3 = __ptr_dereference( ptr3, ...);
      __ptr4 = __ptr_arithmetic( &fish[i].y, ...);
      __tmp4 = __ptr_dereference( ptr4, ...);
      dx = __tmp1 - __tmp3; dy = __tmp2 - __tmp4;
      a = calculate_force(dx,dy);
      tmpx += a * dx / r; tmpy += a * dy / r;
    }
    __tmp5 = tmpx;
    __ptr5 = __ptr_arithmetic( &acc[i].ax, ...);
    __ptr_assign( &__tmp5, ptr5, ...);
    __tmp6 = tmpy;
    __ptr6 = __ptr_arithmetic( &acc[i].ay, ...);
    __ptr_assign( &__tmp6, ptr6, ...);
  }
  upc barrier ();
  ...
}
```

Listing 2.6: Final form of the source code.

The PGAS programming model boosts programmer productivity by providing shared variables for inter-process communication instead of message passing [16, 17, 18]. However, the performance of these emerging languages has room for improvement. Today, PGAS programs deliver scalable performance on clusters only when they are well written. In previous work, many researchers have pointed out the bottlenecks of PGAS languages [19, 20, 51]. Some reasons for the limited PGAS performance are:
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• The low communication efficiency of fine-grained accesses data accesses.

• The absence of non-blocking communication mechanisms on PGAS languages. Blocking communication mechanisms eliminate any possible opportunity for computation and communication overlap.

• The existence of function calls for accessing shared data and the absence of inter-procedural analysis. They disable common compiler loop optimizations because they reduce the scope of many data-flow optimizations such as copy propagation and common sub-expression elimination.

• Transparency of shared accesses leads to possible hotspot creation on the network.

2.4 The IBM UPC Compiler and Runtime System

This section presents the XL UPC compiler framework [52, 53] used to implement the optimization. The XL UPC compiler has three main components: (i) the Front End (FE); (ii) the Toronto Portable Optimizer (TPO) high-level optimizer; (iii) a low-level optimizer (TOBEY). Figure 2.4 shows the role of each component in the compilation of UPC programs.

2.4.1 XL UPC Compiler Framework

The XL UPC compiler has three main components: (i) the Front End (FE) transforms the UPC source code to an intermediate representation (W-Code); (ii) the Toronto Portable Optimizer (TPO) high-level optimizer performs machine independent optimizations for UPC and C/C++ languages; (iii) and a low-level optimizer performs machine-dependent optimizations.
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The compiler front end tokenizes and parses UPC source code, performs syntactic and semantic analysis, and diagnoses violations of the Unified Parallel C (v 1.2) language rules. It then generates an intermediate language representation (IR) of the UPC program, augmented with UPC extensions such as the layout of shared arrays, and the affinity expression of a `upc forall` loop, for example. The augmented intermediate representation (W-Code + UPC extensions) is consumed by the high-level optimizer, or TPO (Toronto Portable Optimizer). The high-level optimizer component has been extended to perform UPC specific optimizations; it also performs a subset of the traditional control-flow, data-flow and loop optimizations designed for the C language on UPC source code.

The high-level optimizer interfaces with the PGAS runtime (or XL UPC runtime) through an internal API that is used to translate operations on shared objects such as dereferencing (reading/writing) a pointer to a shared object (such as a shared array for example) and performing pointer arithmetic operations. Finally, the high-level optimizer produces a modified version of the IR (Optimized Wcode) that lacks UPC-specific extensions (operations on UPC extensions are either translated to PGAS runtime calls or resolved to the base IR through optimizations). The IR produced by the high-level optimizer is consumed by the low-level optimizer (TOBEY), which performs further optimizations that are UPC unaware. After optimizing the low level IR, TOBEY generates machine code for the target architecture. This process is repeated for each compilation unit. To complete the compilation process, the XL UPC compiler invokes the system linker, which links compiler-generated objects and any required libraries (such as the PGAS runtime library) to form an executable.

The XL UPC compiler provides a number of UPC specific optimizations. The next part of this section examines the main high level UPC specific optimizations, which are implemented in the XL UPC compiler.

Shared object access optimizations

The XL UPC compiler implements a set of performance optimizations on shared array accesses. The compiler can partition shared array accesses performed in a `upc forall` work-sharing loop into two categories: shared local accesses (accesses that have affinity with the issuing thread) and shared remote accesses. Shared array accesses that have been proven to have affinity with the issuing thread are optimized by the compiler in such a way as to eliminate unnecessary runtime calls. Shared array accesses that are remote can be coalesced by the compiler to reduce the communication latency.

Shared object access privatization

In a typical scenario, the XL UPC compiler translates accesses to shared arrays by generating an appropriate set of runtime function calls. In the context of a `upc forall` loop the compiler can often prove that the memory read and/or
written during an array access operation resides in the local address space of the accessing thread; in such cases the compiler generates code that performs the indexing (pointer arithmetic) operations required to access the shared array directly. To do so, the compiler retrieves the address of the shared array partition in the local address space (the private address space of the accessing thread) via a runtime function call. It moves the runtime call outside the `upc forall` loop nest containing the shared array access being translated. This is legal because the local shared array address is loop-invariant. Finally, the compiler uses the local array address to index the appropriate shared array element, doing any pointer arithmetic operations that are necessary locally [54]. Figure 2.5 presents an example of local shared accesses privatization.

<table>
<thead>
<tr>
<th>Programmer’s Code</th>
<th>After transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>#define SCAL 3.0</code></td>
<td><code>#define SCAL 3.0</code></td>
</tr>
<tr>
<td><code>shared double a [N] ;</code></td>
<td><code>shared double a [N] ;</code></td>
</tr>
<tr>
<td><code>shared double b [N] ;</code></td>
<td><code>shared double b [N] ;</code></td>
</tr>
<tr>
<td><code>shared double c [N] ;</code></td>
<td><code>shared double c [N] ;</code></td>
</tr>
<tr>
<td><code>void StreamTriad(){</code></td>
<td><code>void StreamTriad(){</code></td>
</tr>
<tr>
<td><code>    int i ;</code></td>
<td><code>    int i ;</code></td>
</tr>
<tr>
<td><code>    upc forall (i=0; i&lt;N; i++; &amp;a[i]){</code></td>
<td><code>    upc forall (i=0; i&lt;N; i++; &amp;a[i]){</code></td>
</tr>
<tr>
<td><code>        a[i] = b[i] + SCAL * c[i] ;</code></td>
<td><code>        *(_aBase + OFFSET(i)) =</code></td>
</tr>
<tr>
<td><code>    }</code></td>
<td><code>            *(_bBase + OFFSET(i)) +</code></td>
</tr>
<tr>
<td><code>}</code></td>
<td><code>            SCAL * ( *(_cBase + OFFSET(i)))</code></td>
</tr>
</tbody>
</table>

Figure 2.5: Example of privatization optimization.

Shared object access coalescing

Normally, the XL UPC compiler translates a remote shared array access by generating a call to the appropriate runtime function. For example, reading from (or writing to) multiple shared array elements that have affinity to the same remote thread causes the compiler to generate a runtime call for each of the array elements read. In the context of a `upc forall` loop nest, the compiler can often determine that several array elements are read from the same remote partition. In this case, the compiler combines the read operations and generates a single call to the runtime system to retrieve the necessary elements together, thus reducing the number of communication messages between the accessing thread and the thread that has affinity with the remote array partition [29].
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Shared object remote updating

This optimization targets read-modify-write operations on a shared array element. When translating a read operation followed by a write operation on the same shared array element the compiler normally generates two runtime calls: one to retrieve the shared array element and one to write the modified value back. When the compiler can prove that the array elements being read and written have the same index, it can generate a single runtime call, with which it instructs the runtime system to perform the update operation on the thread that has affinity with the array elements accessed. This optimization reduces the number of calls required to translate the read-modify-write pattern from two to one, and therefore reducing the communication requirement associated with the operation.

Array idiom recognition

Unified Parallel C programs often include loops that simply copy all elements of a shared array into a local array, or vice versa, or loops used to set all elements of a shared array with an initial value. The XL UPC compiler is able to detect these common initialization idioms and substitute the fine-grained communication in such loops with coarser-grained communication. The compiler achieves this goal by replacing the individual shared array accesses with calls to one of the UPC string handling functions: `upc_memget`, `upc_memset`, `upc_memcpy`, or `upc_memput`. Figure 2.6 provides an example of this optimization.

<table>
<thead>
<tr>
<th>Programmer’s Code</th>
<th>After transformation</th>
</tr>
</thead>
</table>
| ```
#define N 16384
#define BF (N/THREADS)

shared [BF] int a[N];
int b[N];

int main () {
  int i;
  if (MYTHREAD==0) {
    for (i=0; i<N; i++){
      a[i]=b[i];
    }
  }
}
``` |
| ```
#define N 16384
#define BF (N/THREADS)

shared [BF] int a[N];
int b[N];

int main () {
  int i;
  if (MYTHREAD==0) {
    for (i=0; i<N; i+=BF) {
      upc_memput(&a[i], &b[i], BF*sizeof(b[i]));
    }
  }
}
``` |

Figure 2.6: Example using the array idiom recognition.
Parallel loop optimizations

The XL UPC compiler implements a set of optimizations that remove the overhead associated with the evaluation of the affinity expression in a `upc forall` loop. The affinity expression in a `upc forall` loop could be naively translated by using a branch to control the execution of the loop body. For example, an integer affinity expression "i" could be translated by inserting the conditional expression `(i == MYTHREAD)` around the `upc forall` loop body. The compiler, on the other hand, translates the `upc forall` loop into a for loop (or a for loop nest) using a strip-mining transformation technique that avoids the insertion of the affinity branch altogether, and removes a major obstacle to the parallel scalability of the loop. For example, the parallel loop:

```upc
upc forall ( i =0; i<N; i ++; i ){
    a[i] = b[i] + scalar * c[i]
}
```

will be transformed to:

```!
for ( i =0; i < N; i ++){
    if (( i % THREADS) == MYTHREAD )
        a[i] = b[i] + scalar * c[i] ;
}
```

However after the optimization the final loop will not contain the affinity branch:

```!
for ( i =MYTHREAD; i<N; i +=THREADS){
    a[i] = b[i] + scalar * c[i] ;
}
```

2.4.2 Runtime

The PGAS runtime provides a platform-independent interface that allows the executable to run in different machines and it is designed for scalability in large parallel machines [55, 54]. Currently supported platforms include: shared-memory multiprocessors using the Pthreads library; Low-level Application Programming Interface [56]; and Parallel Active Messaging Interface (PAMI) [57]. Experimental ports of the UPC runtime also exists for other Messaging systems like Myrinet Express [58], BlueGene/L message layer [59], and Deep Computing Messaging Framework (DCMF) [60]. The PGAS runtime is designed for a hybrid mode of operation on clusters of SMP nodes. For example, UPC threads communicate through shared memory when possible, and they send messages to other nodes through one of several available transports. A similar approach was followed in the GASNet runtime system [61]. The runtime exposes to the compiler an Application Program Interface for managing shared data and synchronization.
Memory Management

In UPC, there are two types of memory allocations: local memory allocations performed using malloc and which are currently outside of the tracking capability of the runtime, and shared memory allocated using UPC specific constructs such as upc_all_alloc(), upc_alloc() and upc_global_alloc().

Within the UPC specific family of allocation functions, the runtime currently employs a set of optimizations to help both with remote memory address inference with memory registration. The memory registration pins the memory (no memory swap and no page movement) and notifies the network interface controller (NIC) of the virtual-to-physical address mapping of this memory. The memory registration is necessary to enable the Remote Direct Memory Access (RDMA) mechanisms that are used in high performance machines. First, shared arrays allocated using upc_all_alloc() are allocated symmetrically at the same virtual memory address on all locations. In doing so, the XL UPC allocator creates a reserved area in the virtual address space of each process called the symmetric partition. The starting virtual address of each symmetric partition, called the origin, is identical across all threads and distributed shared arrays are then stored in blocks of memory located isomorphically in each symmetric partition. The READ and WRITE operations on elements of a shared array allocated with upc_all_alloc, therefore, know the virtual address in the remote locations. Shared memory allocated using the upc_global_alloc primitive is handled in a similar fashion.

The users can declare shared arrays allocated in one thread’s address space using upc_alloc. In this situation, other threads can only obtain references to these arrays using another explicit data exchange. If such a reference is obtained, a remote thread can perform remote reads or writes to the data of the shared array. In the current XL UPC implementation, the memory allocated using upc_alloc is not registered with PAMI. If the upc_memput access or upc_memget access memory that explicitly allocated with system malloc, then the runtime uses active messages. For example, in upc_memput call, the destination must always be a shared memory array while the source can actually be from an array allocated with malloc.

Point to point data transfers

Point to point data transfers are employed by UPC whenever a remote array index is accessed or whenever upc_memput/upc_memget are invoked. The underlying network supports three modes of data transfer, which are referred to as active messages with short, large data, and RDMA. The XL UPC runtime system exploits all three modes.

The runtime enforces the ordering constraints imposed by the UPC memory consistency model. The underlying interconnect and PAMI library do not preserve the order of messages between a source and destination process. For this reason, when mapping UPC constructs to PAMI primitives, the runtime explicitly waits for a message to be remotely delivered before sending the next message to the same
destination. However, the runtime can send a message to a different destination without waiting for the acknowledgement of messages on previous destinations. While this can be seen as a performance bottleneck, in practice this decision did not affect the performance of most benchmarks. This is because often the threads send to different destinations before sending again to a particular one.

Atomic Operations

The XL Unified Parallel C compiler implements the atomic extension of the Unified Parallel C language as proposed by Berkeley UPC [62]. This extension, which is on track to being adopted as part of the UPC 1.3 specification, allows users to atomically read and write private and shared memory in a UPC program. With atomic functions, you can update variables within a synchronization phase without using a barrier. The atomic functions are included in List 2.7. The function prototypes have different variants depending on the values of type, X, and RS. X and type can take any pair of values in (I, int), (UI, unsigned int), (L, long), (UL, unsigned long), (I64,int64_t), (U64,uint64_t), (I32,int32_t), (U32,uint32_t). RS can be either ‘strict’ or ‘relaxed’.

```c
#include "xlupc_api.h"

#include "xlupc_api.h"

type xlupc_atomicX_read_RS(shared void *ptr);
void xlupc_atomicX_set_RS(shared void *ptr,type val);
type xlupc_atomicX_swap_RS(shared void *ptr,type val);
type xlupc_atomicX_cswap_RS(shared void *ptr,type oldval,
                            type newval);

type xlupc_atomicX_fetchadd_RS(shared void *ptr,type op);
type xlupc_atomicX_fetchand_RS(shared void *ptr,type op);

Listing 2.7: XL UPC Atomics Interface.
```

Accelerated Collectives

UPC collectives are implemented completely within the runtime system. The compiler redirects UPC calls to runtime entries with only some minimal analysis in certain situations. In turn, the runtime transforms UPC pointers-to-shared to regular pointers and calls appropriate collectives within PAMI.

Other Runtime Optimizations

On a platform that supports simultaneous multithreading, thread binding turns out to be crucial. The runtime system provides flexible control on how to bind UPC threads to hardware threads. By default, no binding is performed while a specific mapping is performed with proper command line arguments. The auto-binding option is recommended. Huge memory pages usage is another runtime option, which instructs the memory allocator to use huge memory pages.
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Experimental Setup

This chapter explores characteristics of hardware environment, and the benchmarks used in the evaluation. The hardware description provides information about the hardware in a single node and presents the interconnect network. Furthermore, this section presents an evaluation of some key performance characteristics, such as latency, all-to-all and point-to-point bandwidth. The benchmark section introduces the available microbenchmarks and benchmarks used later in this work.

3.1 The hardware environment

This dissertation uses the POWER7-IH (or IBM® Power® 775) scalable High Performance Computing platform [63] for the evaluation. This platform consists of a number of POWER7® [64, 65] nodes, connected using the POWER7® Hub interconnect [66]. The entire system, including the processors, memories, and interconnect, is water cooled. The water dissipates the thermal waste by circulating components over the system and it is exchanged with the facility’s chilled water.

Each node has four chips which constitute a 32-core Symmetric Multiprocessor (SMP) node. Chips are directly connected to each other at a peak of 48 GB/s. The POWER7 processor has 32 KBytes instruction and 32 KBytes L1 data cache per core, 256 KBytes 2nd level per core, and a 32 MByte 3rd level cache shared per chip. Each core is equipped with four SMT threads and 12 execution units. The peak performance of each P7-IH chip is 246 GFlops/s resulting in a peak of 984 GFlops/s on each node. The POWER7 processor implements efficient adaptive power management techniques compared to predecessors of PowerPC CPU family [67]. The microarchitecture implements a set of integer and floating point SIMD instructions, referred to as Vector Scalar eXtensions. Finally, each chip has two memory controllers supporting a total of eight DDR-3 memory channels. The size of available main memory is 128 GBytes per node.

The machine is organized in drawers. Each drawer consists of eight nodes, adding up one TByte of memory and 7,87 Tflop/s. Four drawers are connected
to create a supernode (1024 cores, 31.4 Tflops/s). More supernodes can be added to increase the capacity of the system. A critical part of the Power 775 system is the custom interconnect chip that connects modules and expands the scalability of the system. High network performance is achieved by using the POWER7 Hub interconnect or Torrent Chip. The Hub chip is connected with the four POWER7 chips through four links, of 24GB/s each. The Hub chip contains seven links for communication between different nodes on the same drawer (LL links), 24 links for intra-supernode communication (LR links), and 16 links for inter-supernode communication (D links). Links between nodes in the drawer are electrical and intra/inter-supernode links are optical. Local drawer links have a combined bandwidth of 336 GB/s, the inter-supernode 240 GB/s, and the inter-supernodes 320 GB/s. There is no additional communication hardware present in the system. Figure 3.1 presents the architecture of the machine.

The Hub chip can achieve a bandwidth of 19GB/s per link and each node is capable of injecting up to 50GB/s (unidirectional) or 32GB/s (bidirectional) into the network [68]. Communication patterns that use single point-to-point messages between nodes (one core) do not saturate any network link, but that aggregate messaging from a single node (32 cores) to another can be bottlenecked by the use of a single LL link. Figure 3.1 presents architecture of the machine. and the available bandwidth for the point-to-point communication links between nodes. The machine represents a very effective architecture for High Performance Computing, with high single-thread performance combined with a rich interconnection network, it provides high performance for a variety of workloads [69]. A full Power 775 system may contain up to 512 super nodes (524288 cores) with a peak performance of 16 Pflops/s. The full system used for this dissertation consists of 56 supernodes (SNs), totaling 1742 nodes. Thus, two supernodes are connected using only eight D links.

One important feature of the Power 775 architecture is the availability of multi-
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Figure 3.2: UPC benchmark ping-pong for one (left) and two (right) supernodes.

Multiple modes of data transfer, including optimized short message transfers (SHORT), arbitrary size messages (FIFO), and Remote Direct Memory Access (RDMA). SHORT data transfers are used for message sizes up to 128 bytes. FIFO data transfers are used for messages larger than 128 bytes. In the RDMA mode a process can read or write data on a remote compute node without involving its CPU. On top of this hardware, PAMI provides short active messages, active messages with large data transfers, and RDMA transfers. While the user doesn’t need to know the effective remote address for active messages, active message performance is often slower than RDMA due to CPU involvement on the remote side. In RDMA mode, the data transfer is fast, but it requires that the thread which initiates the transfer knows the remote memory address where data will be read or written.

Interconnect and Routing

The Hub Chip’s links are classified into two categories L, and D that allow the system to be organized into a two-level direct-connect topology, known as Dragoneye topology [70]. The D links are used between supernodes and there is at least one D link between two supernodes. The L links are used inside the supernode and they are sufficient for point-to-point communication. The topology forces the routes to be made up of small numbers of direct hops. Inside a supernode, any compute node communicate switch any other compute node using a single point to point L link. Across supernodes, a node inside the supernode that has direct point to point link with the remote supernode, uses one L hop to get to the destination node at the most. Finally, at the destination supernode, only one L hop is sufficient to reach the final destination. Thus, the maximum path for direct connections is L-D-L.

The system is capable of providing low latency communication down to 2 \( \text{us} \) intra-supernode and 2.3 \( \text{us} \) for inter-supernode communication. Figure 3.2
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Figure 3.3: Unidirectional point-to-point bandwidth between two different cores.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Links</th>
<th>Max Links (GB/s)</th>
<th>Max Hub Chip (GB/s)</th>
<th>Measured (GB/s)</th>
<th>Limited</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 Nodes</td>
<td>1 LL</td>
<td>96</td>
<td>74.36</td>
<td>61.5</td>
<td>H Chip</td>
</tr>
<tr>
<td>1 Drawer</td>
<td>16 LL</td>
<td>1536</td>
<td>297.44</td>
<td>287.5</td>
<td>H Chip</td>
</tr>
<tr>
<td>1 supernode</td>
<td>256 LR</td>
<td>5120</td>
<td>1189.7</td>
<td>1046.25</td>
<td>H Chip</td>
</tr>
<tr>
<td>2 supernodes</td>
<td>8 DL</td>
<td>320</td>
<td>2379.5</td>
<td>187.5</td>
<td>Links</td>
</tr>
</tbody>
</table>

Table 3.1: Theoretical peak uniform all-to-all bandwidth versus measured bandwidth for different machine configurations.

presents the round trip latency between two different nodes. Indirect routing between two nodes in different supernodes increases the latency. Table 3.1 presents the uniform all-to-all bandwidth using an UPC benchmark. Notice the decrease of the available bandwidth between one and two supernodes. The inter-supernode links are likely to become the performance limit for various applications that require large number of nodes. Figure 3.3 shows the bandwidth achieved between two UPC threads in different scenarios. Note that each core achieves less than the theoretical peak of the link.

Collectives Support

The Hub Chip provides specialized hardware to accelerate collective operations: the Collectives Acceleration Unit (CAU) [66]. The CAU unit integrated in the
IBM Power 775 Hub provides offload and acceleration for broadcast and data reduction up to 64 bytes of data. For reduction, it supports NO-OP, SUM, MIN, MAX, AND, OR and XOR operations with 32-bit/64-bit signed/unsigned fixed-point operands or single/double precision floating-point operands. The benefits of deploying the CAUs are most evident in low latency operations. In the case of operations that require large bandwidth, such as broadcast or reduction on large data, the CAU unit may not perform better than the point to point versions.

UPC collectives are implemented entirely within the runtime system [55]. The compiler redirects UPC calls to runtime entries with only some minimal analysis in certain situations. The compiler transforms UPC pointers-to-shared to regular pointers and calls appropriate collectives within PAMI. Reduction and barrier collectives in XL UPC exploit the Collective Accelerated Unit (CAU) available on Power 775 when low latency performance is crucial.

### 3.2 Available Benchmarks

This work uses a number of benchmarks to evaluate the effectiveness of the optimizations. The benchmarks are written by other researchers and represent a variety of UPC programs that an UPC compiler can encounter in the real world. Table 3.3 summarizes the benchmarks used in this dissertation. The column type presents the computation type of the benchmarks, Lines of Code in terms of UPC source code for each benchmark, and the granularity of the messages. Note that most of the benchmarks contain communication with messages from one to eight bytes. The NAS FT and the bucketsort benchmark contain coarse-grained communication and they are used in the last part of the thesis.

#### 3.2.1 Micro Benchmarks

This work uses microbenchmarks to demonstrate the effectiveness of the code transformations, calculate the upper limit of performance gain, and identify possible bottlenecks. Two different categories of microbenchmarks are used. The first category contains fine-grained communication. The evaluation uses these benchmarks to measure the potential performance benefit of the inspector-executor optimization. The second category is a group of four microbenchmarks that contain all-to-all communication patterns. The evaluation uses the second group of benchmarks to first identify potential network overheads and measure the possible benefits from the optimization.

The first category of microbenchmarks is based in a loop that accesses a shared array of structures. There are two variations of the loop: (i) The loop accesses consecutive array elements (stream like) and all four elements of the structure are accessed; (ii) The loop accesses random elements of the array and all four structure fields are accessed. Listing 3.1 presents the first microbenchmark variation.

The second category of microbenchmarks emulates the all-to-all communication access shared array. There are four variations of this microbenchmark depending
of the granularity of shared accesses. In all versions, each UPC thread executes the same code in the loop. In the **upc_memput** microbenchmark, the loop contains coarse-grained **upc_memput** calls. The **fine-grained get** contains shared reads and the **fine-grained put** contains shared writes.

```c
typedef struct data{ double var0; double var1;
  double var2; double var3;
} data_t;

#define SIZE (1<<31)
shared data_t Table[SIZE];

double bench_stream_4_fields(){
  uint64_t i;
  double result0 = 0.0, result1 = 0.0;

  for (i=MYTHREAD; i<SIZE-1; i+=THREADS){
    result0 = Table[i+1].var0 + Table[i+1].var1;
    result1 = Table[i+1].var2 + Table[i+1].var3;
  }
  return result0 + result1;
}
```

Listing 3.1: Microbenchmark kernel that reads four structure fields from a shared array.

### 3.2.2 Applications

**Gravitational fish:** The benchmark is a N-Body gravity simulation, using partial ordinary differential equations [49], using Euler’s method. All the objects have the same mass. The benchmark places the fishes evenly along a cycle. There are three loops in the benchmark that access shared data, one for the computation of acceleration between fishes, one for data reduction, and one responsible for the calculation for the new position of fishes. The benchmark calculates the force for each object using all other objects using this equation:

\[
F_i = G \times m_i \times \sum_{j=1}^{N} \frac{dx \times m_j}{(dx^2 + dy^2)^{3/2}}
\]

The performance bottleneck of the baseline version is the first loop, the computation of the acceleration between fishes because it requires two shared accesses. The final loop, which calculates the new position of the fish, has complex upper bound expression and cannot be normalized. The application overhead has been analyzed in the previous chapter in section 2.3.

**Sobel:** The Sobel benchmark computes an approximation of the gradient of the image intensity function, performing a nine-point stencil operation. At each point in the image, the result of the Sobel operator is stored on a second shared
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```c
typedef struct { uint8_t r[IMGSZ]; } RowOfBytes;
shared RowOfBytes orig[IMGSZ];
shared RowOfBytes edge[IMGSZ];

void Sobel_upc(void){
  int i,j,d1,d2; double magn;
  upc_forall(i=1; i<IMGSZ-1; i++; &edge[i].r[0]){  
    for (j=1; j<IMGSZ-1; j++){
      d1 = ((int) orig[i-1].r[j+1] - orig[i-1].r[j-1]);
      d1 += ((int) orig[i].r[j+1] - orig[i].r[j-1])<<1;
      d1 += ((int) orig[i+1].r[j+1] - orig[i+1].r[j-1]);
      d2 = ((int) orig[i-1].r[j-1] - orig[i+1].r[j-1]);
      d2 += ((int) orig[i].r[j] - orig[i].r[j])<<1;
      d2 += ((int) orig[i-1].r[j+1] - orig[i+1].r[j+1]);
      magn=sqrt((double)(d1*d1+d2*d2));
      edge[i].r[j] = (uint8_t) (magn>255) ? 255:magn;
    }
  }
}
```

Listing 3.2: Sobel: UPC version of the kernel.

array. In the UPC variation [71], the image is represented as a two-dimensional shared array and the outer loop is a parallel `upc_forall` loop using a pointer-to-shared affinity test. The parallel implementation of the Sobel operator contains both local and remote operations. Listing 3.2 presents the kernel of the Sobel benchmark.

**Mcop:** The benchmark solves the matrix chain multiplication problem [72]. Matrix chain multiplication is an optimization problem that given a sequence of matrices, the problem finds the most efficient way to multiply these matrices together. The problem is not to actually perform the multiplications, but rather to decide the order in which the multiplications should be performed. The matrix data is distributed along columns, and communication occurs in the form of accesses to elements on the same row and column.

**Fish-Predator (WaTor):** The benchmark simulates the evolution of predators and preys in an ocean over time [73]. The ocean is represented by a 2D matrix where each cell can either be empty or contain an individual predator (shark) or prey (fish). In each time step predators and preys can, after a certain time period, move or replicate themselves, to closer cells. The replication of preys and predators occur randomly. Figure 3.4(a) presents the architecture of the application. The benchmark uses four discrete steps to simulate the movement.

The collection of fish and sharks are in a doubly linked list that record their position, velocity, and age. The fish and shark movements are determined by forces
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Figure 3.4: WaTor benchmark: architecture (left), smell update (middle), and force calculation (right).

that are calculated at each point of the two-dimensional grid that represents the ocean. Each cell of the grid stores the number of fishes and sharks. Furthermore, sharks have an additional field, the hunger level. Sharks need to eat or they will starve to death after a number of timestep.

The first step is the update of all fishes and sharks counters stored in each cells of the ocean (1). The next step involves the calculation of the smell of each cell on the grid (2). The FishSmell and SharkSmell are the weighted sum of the number of fish and sharks in a neighborhood of the grid point. At each time step the application uses the “smell” to compute a “force” on fish and sharks at that specific grid point. The fishes and sharks use the force to change their velocity. Each fish or shark contributes a smell of +3 to its cell, a smell of +2 to the cells with one cell distance and +1 to the grid with the distance of two cells. Figure 3.4(b) presents the update of the neighboring cells of the grid.

To compute the force vectors, the application searches at the 5×5 neighborhood grid points to find the fish and shark smell. Fish get a negative force from the shark smell or a random force if there are no sharks. Sharks get a force towards the fish smell if no fish smell is present (3). Figure 3.4(c) presents the calculation of the force between objects. Final step of the simulation (4) is the interaction between the fishes and the sharks. Sharks eat fishes if they share a grid point and they satisfy their hunger. If the fishes and sharks survive, then the application uses the forces to determine their new velocities and positions. Moving the fishes or the sharks means updating this pointer to the grid. Furthermore, the application also spawns fishes and sharks in this step.

Guppie: The guppie benchmark performs random read/modify/write accesses to a large distributed array. The benchmark uses a temporary buffer to fetch the data, modify them, and write them back. The typical size of this buffer is 512 elements. The selected size of data is static and evenly distributed among different UPC threads. The manual code modifications allow the compiler to optimize the
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shared accesses using the remote update optimization. In the UPC hand optimized version, the number of elements is set to one. Thus, the compiler collapses the loops and applies the remote update optimization [54]. Listing 3.3 presents the kernel code of the Guppie benchmark. The MPI version [74] of the Guppie benchmark generates the data on all processors and distributes the global table uniformly to achieve load balancing. The benchmark sends the addresses to the appropriate processor and the local process performs the updates.

**Bucketsort:** The benchmark perform a bucket sort [75, 76] on 16 bytes length records. Each node generates its share of the records. Each thread uses a $\frac{17}{16} \times 2GB$ buffer in order to hold records received from other threads. These threads are destined to be sorted on this thread. Once this thread has generated all its share of records, it distributes the remainder of each bucket to the corresponding thread. Once this thread has received all appropriate data from each of the other threads, it performs a sort on the local data. The benchmark contains coarse-grained accesses.

**FT:** The benchmark is part of the NPB NAS [77] suite. The benchmark solves a three-dimensional partial differential equation (PDE) using the Fast Fourier Transform (FFT). The benchmark creates an all-to-all communication pattern over the

```c
#define TABSIZE (1L << LTABSIZE)
#define VLEN 512
#define NUPDATE (4L * TABSIZE)

shared [*] uint64_t table[TABSIZE];

void calc(){
  uint64_t ran[VLEN]; /* Random numbers */
  uint64_t i, size = NUPDATE / THREADS;

  for (i=0; i<size/VLEN; i++){
    for (j=0; j<VLEN; j++) {
      ran[j] = (ran[j] << 1) ^ ((int64) ran[j] < 0 ? POLY : 0);
    }
    for (j=0; j<VLEN; j++){
      t1[j] = table[ ran[j] & (tabsize-1) ];
    }
    for (j=0; j<VLEN; j++) {
      t1[j] ^= ran[j];
    }
    for (j=0; j<VLEN; j++){
      table[ ran[j] & (tabsize-1)] = t1[j];
    }
  }
}

Listing 3.3: Guppie kernel in UPC.
```
network. The benchmark contains coarse-grained accesses for communication between the UPC threads.
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<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Type</th>
<th>Lines of Code (kernel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Streaming read</td>
<td>Streaming read from next UPC threads</td>
<td>13</td>
</tr>
<tr>
<td>Random read</td>
<td>Random reads across all the UPC threads</td>
<td>14</td>
</tr>
<tr>
<td>Fine-grained get</td>
<td>All-to-all fine-grained reads</td>
<td>10</td>
</tr>
<tr>
<td>Fine-grained put</td>
<td>All-to-all fine-grained writes</td>
<td>10</td>
</tr>
<tr>
<td>upc_memget</td>
<td>All-to-all coarse-grained reads</td>
<td>9</td>
</tr>
<tr>
<td>upc_memput</td>
<td>All-to-all coarse-grained writes</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 3.2: Overview of micro-benchmarks.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Type</th>
<th>Communication</th>
<th>Granularity</th>
<th>Lines of Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sobel</td>
<td>Sobel edge detection</td>
<td>Stencil</td>
<td>1 Byte</td>
<td>160</td>
</tr>
<tr>
<td>Fish Grav</td>
<td>N-Body gravity simulation using fishes</td>
<td>All-to-all</td>
<td>8 Bytes</td>
<td>246</td>
</tr>
<tr>
<td>Guppie</td>
<td>Random read/modify/write accesses to a large array</td>
<td>Random</td>
<td>8 Bytes</td>
<td>176</td>
</tr>
<tr>
<td>Mcop</td>
<td>Matrix chain multiplication problem</td>
<td>All-to-All / Irregular</td>
<td>4 Bytes</td>
<td>171</td>
</tr>
<tr>
<td>WaTor</td>
<td>Fish-Predator simulator</td>
<td>Stencil / Random</td>
<td>4 Bytes</td>
<td>792</td>
</tr>
<tr>
<td>Bucketsort</td>
<td>Integer sorting</td>
<td>All-to-All</td>
<td>16 Bytes &gt;</td>
<td>270</td>
</tr>
<tr>
<td>NAS FT</td>
<td>FFT transformation</td>
<td>All-to-All</td>
<td>32 MBytes &gt;</td>
<td>1307</td>
</tr>
</tbody>
</table>

Table 3.3: Overview of available benchmarks. We provide the source code line number for reference.
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Dynamic Data Aggregation

This chapter proposes a strategy based on the inspector-executor technique which aims to solve the problem of low efficient fine-grained accesses on shared variables. The goal of the optimization is to decrease the overhead created from the fine-grained accesses. The solution is to aggregate the shared references at runtime with the help of compiler transformation, when physical data mapping is missing. The optimization uses an improved inspector-executor loop transformation with the assistance of the runtime.

The inspector-executor transformation is presented in Section 4.1 as a possible solution to address the problem of fine-grained communication. However, the naive transformation introduces new problems to be addressed: (i) communication is blocking (ii) memory consumption with large number of loop iterations. For this reason, this section proposes to strip mine the loop (apply loop blocking) to address these two issues. Furthermore, the compiler versions the loops to avoid the runtime instrumentation overhead when the application runs with one process. Next, Section 4.2 presents the compiler implementation and the runtime support. It also presents how the implementation resolves the data dependencies and how the profitability of the transformation is calculated. The final part of this chapter presents an extensive evaluation of the transformation using microbenchmarks and benchmarks (Section 4.3). The evaluation presents results of the microbenchmarks in terms of speedup, absolute performance numbers, and number of aggregated messages. Moreover, it presents an overview about the cost of the optimization. Finally, Section 4.4 discuss and concludes this chapter.

4.1 Approaches and solutions

The idea is to collect the shared addresses that are accessed in a loop, analyze, coalesce, and fetch them ahead of time before the data are required. Thus, the knowledge of the shared references before the execution of the loop is necessary. In order to aggregate messages at runtime, we use the inspector-executor strategy [24, 23, 37, 26]. The idea behind this is to collect the shared addresses that we want
to access on the inspector loop, analyze them, and fetch them before entering the main loop. The executor loop reads the data from local buffers and makes the computation. Listing 4.1 presents the initial source code and Listing 4.2 illustrates the final form.

4.1.1 Inspector-executor strategy

The inspector-executor approach has two disadvantages: (i) the pause issue: the execution of the actual program is paused to analyze shared accesses and to fetch corresponding data. This pause creates artificial delays and unnecessary overhead on the execution of the program; (ii) the resource issue: the number of iterations of the loop may be high enough that leads the memory requirements to unacceptable levels. One possible solution to this latter issue is to inspect elements for a limited number of iterations. However, the performance gain in loops with large number of iterations will be proportional to the fraction of the loop iterations.

Listing 4.1: Initial source code.

```c
shared double B[N], A[N], C[N];
...
// two remote reads
for( i=MYTHREAD; i<N-1; i+=THREADS)
  A[i] = B[i+1]*C[i+1];
...
```

Listing 4.2: A simple inspector-executor approach

```c
shared double B[N], A[N], C[N];
...
/* Inspector loop: describe remote accesses */
/* to the runtime system */
for(i=0; i<N; i++){
  __xlupc_add_access(&B[i+1]);
  __xlupc_add_access(&C[i+1]);
}
schedule( ); /* Access analysis & prefetching */

/* Executor loop: retrieve prefetch data */
for( i=0; i<N; i++ ){
  buff1 = __xlupc_sched_deref(idx1,&B[i+1]);
  buff2 = __xlupc_sched_deref(idx2,&C[i+1]);
  A[i] = buff1[idx1]*buff2[idx2];
}
__prefetch_reset();
...
```
4.1. APPROACHES AND SOLUTIONS

4.1.2 Double buffering

In order to overcome the drawbacks of the simple loop inspector, the compiler strip mines (or blocks) the main loop. The loop’s iteration space is partitioned into smaller chunks or blocks. The inner loop is replicated and transformed into two new loops: inspector and executor loops. The chunk size is the number of iterations that will be collected and analyzed on each prologue execution, therefore we call it the 
\textit{prefetch factor} (PF). The runtime chooses the best PF to maximize the benefit without exhausting the resources, solving the \textit{resource issue}.

```c
shared double B[N], A[N], C[N];
...
/* Prologue loop: inspect the 1st block */
for(i=0; i<PF; i++) {
    __xlupc_add_access(&B[i+1]);
    __xlupc_add_access(&C[i+1]);
}
__schedule(); /* Schedule the accesses */
for(j=0; j<(N-N%PF); j+=PF){
    /* Inner prologue: inspect next blk */
    for(i=j+PF; i<MIN(N, j+2*PF); i++){
        __xlupc_add_access(&B[i+1]);
        __xlupc_add_access(&C[i+1]);
    }
    __schedule(...); /* Schedule the accesses */
    for( i=0; (i<PF); i++ ){ /* Inner main loop */
        buff1 = __xlupc_sched_deref(&idx1, &B[i+1]);
        buff2 = __xlupc_sched_deref(&idx2, &C[i+1]);
        A[i] = buff1[idx1]*buff2[idx2];
    }
    /* Reset internal buffers/counters */
    __prefetch_reset();
}__prefetch_wait(); /* Wait for the last iteration */
for(i=N-N%PF; i<N; i++){ /* Epilogue/Residue loop */
    buff1 = __xlupc_sched_deref(&idx1, &B[i+1]);
    buff2 = __xlupc_sched_deref(&idx2, &C[i+1]);
    A[i] = buff1[idx1]*buff2[idx2];
} __prefetch_reset();
...```

Listing 4.3: A more advanced variation of inspector-executor with loop strip mining and double buffering technique.

To address the \textit{pause issue}, the inspector loops are shifted one iteration block to inspect the next block of iterations, thus creating a pipelining effect. The
pipelining effect exploits the overlapping of block inspection/execution with the transfer block using a double buffering technique. The inspector loop collects the elements for the \((i+1)_{th}\) block of iterations while the executor loop reads the coalesced data from a local buffer of the \(i_{th}\) block of iterations. The double buffering allows the execution of the \(i_{th}\) block of iterations during the transfer of the \((i+1)_{th}\) block. The shared data are prefetched ahead of time and the main loop executes the \(i_{th}\) iteration without having to wait because the \(i_{th}\) block of data is ready in the local buffers. Finally, the blocking loop transformation automatically creates a residual loop (epilogue) that executes the final iterations of the main loop. Listing 4.3 presents the transformed loop structure.

4.1.3 Loop versioning

In the final transformation, the compiler creates two loop variants: the transformed and the unmodified. The runtime is responsible for deciding whether it is profitable to run the optimized version or not, and if so, decide on the best number of iterations to prefetch (prefetch factor). The prefetch factor (PF) is the value that is responsible for the branch condition. It is the result of runtime call and is also used as blocking factor for the strip mined loop. For that purpose, the runtime takes into account the number of shared accesses per iteration, the number of iterations and the number or processes. Section 4.2.2 provides the implementation details. For instance, in the case where there is only one node in the system and all UPC threads are located in the same node, the benefits from the optimization are very limited and not enough to compensate the overhead. Consequently, the runtime will decide not to apply the optimization. Figure 4.1 presents the final form of the transformed loop structure.

4.2 Implementation

This section presents a detailed explanation of the implementation of the optimization proposed. First the compiler transformation is presented and then the required runtime support. In short, the compiler applies the loop transformations and inserts the proper calls between different parts of the loop structure. The runtime is responsible for profitability analysis, for keeping the list of shared references, for analyzing and coalescing them, and for retrieving the data from local buffers.

4.2.1 Transformation algorithm

Algorithm 1 describes the steps of the compiler algorithm. First, the compiler checks the memory architecture and the consistency model. The architecture must be either distributed memory or unknown during the compilation time and the memory model must be relaxed. The compiler applies the transformation in four phases: in the first phase, it does the gathering of loop candidates and the
PrefetchAndCoalesceSharedRefs(Procedure p)
1: for each candidate loop structure \( L_i \) in \( p \) do
2: RefList \( \leftarrow \emptyset \).

**Phase 1 - Gather Candidates**
3: for all Shared mem reference and is non-local \( R_s \) in \( L_i \) do
4: RefList.Add(\( R_s \));
5: end for
6: if RefList is \( \emptyset \) then
7: continue;
8: end if

**Phase 2 - Replicate and create loops**
9: \( \text{branchExpr} \leftarrow \text{prefetch_factor_call} \)
10: \{\( L_i, \text{nativeLoop}_i \)\} \( \leftarrow \text{Version}(L_i, \text{branchExpr}) \)
11: prolog\(_i\) \( \leftarrow \text{Replicate}(L_i) \)
12: \{\( \text{residual} L_i, \text{innerloop}_i \)\} \( \leftarrow \text{StripMine}(L_i) \)
13: innerprolog\(_i\) \( \leftarrow \text{Replicate}(\text{innerloop}_i) \)

**Phase 3 - Modify inspector loops**
14: \( \text{Preserve}_\text{expr}(\text{prolog}_i, \text{innerprolog}_i) \);
15: \( \text{Preserve}_\text{vars}(\text{prolog}_i, \text{innerprolog}_i) \);

**Phase 4 - Insertion of runtime calls**
16: \( \text{prolog}_i\text{BODYEND}.\text{Add}(\text{schedule}) \)
17: \( \text{bodyEND} \leftarrow \text{prolog}_i\text{BODYEND}.\text{Add}(\text{schedule\_wait}) \)
18: \( \text{residual} L_i\text{BODYEND}.\text{Add}(\text{sched\_reset}) \)
19: for each shared mem ref \( R_s \) in \( \text{RefList} \) do
20: \( \text{stmt}_s \leftarrow \text{SHARED\_STATEMENT}(R_s) \)
21: for each statement \( \text{stmt} \) in \( \text{prolog} \) do
22: if \( \text{stmt} = \text{stmt}_s \) then
23: \( \text{prolog}_i\text{stmt}.\text{Add}(\text{add\_access\_call}) \)
24: \( \text{prolog}_i\text{stmt}.\text{Remove}() \)
25: break;
26: end if
27: end for
28: for each statement \( \text{stmt} \) in \( \text{innerprolog} \) do
29: if \( \text{stmt} = \text{stmt}_s \) then
30: \( \text{innerprolog}^i\text{stmt}.\text{Add}(\text{add\_access}) \)
31: \( \text{innerprolog}^i\text{stmt}.\text{Remove}() \)
32: break;
33: end if
34: end for
35: end for
36: for each shared mem ref \( R_s \) in \( \text{RefList} \) do
37: \( \text{stmt}_s \leftarrow \text{SHARED\_STATEMENT}(R_s) \)
38: for each statement \( \text{stmt} \) in \( \text{innerloop}_i \) do
39: if \( \text{stmt} = \text{stmt}_s \) then
40: \( \text{innerloop}^i\text{stmt}.\text{Add}(\text{buf=deref}) \)
41: \( \text{innerloop}^i\text{stmt}.\text{Replace}(\text{stmt}_s^{\text{expr}}, \text{buf}) \)
42: end if
43: end for
44: for each statement \( \text{stmt} \) in \( \text{residual} L_i \) do
45: if \( \text{stmt} = \text{stmt}_s \) then
46: \( \text{residual} L_i\text{stmt}.\text{Add}(\text{buf=deref}) \)
47: \( \text{residual} L_i\text{stmt}.\text{Replace}(\text{stmt}_s^{\text{expr}}, \text{buf}) \)
48: end if
49: end for
50: end for
51: end for

**Algorithm 1:** Inspector-executor compiler algorithm.
collection of shared references. The second phase applies the loop transformations. In the third phase, the compiler modifies the inspector loops to maintain only the expressions that are responsible for creating the indexing value and for preserving the values of the loop that is being modified. In the fourth and final phase, the compiler inserts the proper runtime calls to support the optimization.

**Phase 1: Gathering of candidates**

At first, the algorithm collects candidate loops containing shared array references. The algorithm uses the following criteria to evaluate whether the loop is a candidate for prefetch analysis: (1) The loop must not contain any break/continue statements, (2) it must be normalized, and must not have any (3) lexicographic negative dependencies between iterations (line 1).

The first rule (1) ensures that the loop has a single entry and exit point. This ensures the simplicity of the transformation. Implementing a more complex version that supports these types of loops is possible. However, we have to take into account the out-of-order execution of the runtime calls. This requires additional checks at runtime that can decrease the application performance.

The second requirement, the normalized loop (2), is necessary to optimize loops. There are two reasons for this requirement. First the loop dependence analysis is simpler because the distance of dependency can be calculated easier than the non-normalized loops. The second reason is to avoid loops that modify data structures that are used for the exit condition. These loops are hard to predict and require again changes on the runtime for arbitrary library call execution. Furthermore, this requirement ensures that the low/upper bound expression of the loop and the iteration step are not a procedure call. In our implementation,
4.2. IMPLEMENTATION

The XL UPC compiler framework normalizes most of the loops before entering to the inspector-executor transformation.

The final requirement, the loop must not have lexicographic negative dependencies [78], ensures the good performance of the program. For example, assuming the shared arrays ‘a’, we can have this loop:

\[
\text{for ( } i = 1; i < N; i++) \{ \\
\quad a[i] = a[i-1]; \\
\}
\]

The transformation prefetches the accesses \(a[i-1]\). However, the program will read the wrong element on position \(a[i]\) on the next loop instance. Section 4.2.3 presents a solution for these types of loops, unfortunately with a drop in the application’s performance.

Following this selection, the compiler further analyzes the candidate loops by inspecting the shared references they contain. The algorithm collects the shared references that are not local (line 3). If the collected list of prefetching elements is empty then the algorithm continues with the analysis of the next loop (line 6).

Phase 2: Loop transformations

The compiler versions the loop in two new variants in line 10: the unoptimized native version and the optimized version. In addition, it inserts a runtime call before the two versions of the loop. This call will return at runtime the number of iterations to be prefetched: the prefetch factor (PF). This value is used as a profitability condition to select the proper loop version.

In the optimized version, the loop is transformed into two new loops, a prologue loop and a main loop (line 11). The main loop is strip mined, and its inner and outer loops are replicated (line 13) resulting in the inner prologue loop and the inner strip mined main loop (Figure 4.1). The prefetch factor (PF) is used as loop strip size. In the inner prologue loop, the bounds are modified to prefetch the next iteration of the inner main loop. The loop blocking transformation automatically create a residual loop (or epilogue loop) to execute the last remaining iterations, in case the PF doesn’t divide exactly the upper bound of the loop. Finally, the algorithm examines the prologue loops to ensure that they do not contain procedure calls with side effects.

Phase 3: Inspector loop adjustment

Two challenges must be addressed before the insertion of runtime calls. The first challenge is to preserve the expressions that modify the index variables. In line 14, the algorithm uses control and data flow graph analysis [42] to search for expressions that modify the symbols used for the calculation of the index. The other challenge is to preserve the variables that the inspector loop modifies during the execution. In this case, we store the values to temporary variables before the body
of the loop and then we restore them after the execution of the inspector loops (line 15).

### Phase 4: Runtime calls insertion

In the final step, the compiler inserts the following runtime calls:

- The *schedule* call is inserted before the main loop and between the start of the inner loop and the inner prologue (line 16). This call instructs the runtime system to analyze, coalesce the accesses, and issue network communication. Furthermore, the schedule call blocks until the transfer of the previous data block is complete.

- A *schedule_wait* call is inserted after the end of the main loop and before the residual loop (line 17). If the PF does not divide the loop upper bound, then the program must wait for the last block of data to be transferred before the execution of the residual loop.

- The compiler inserts the *schedule_reset* calls after the end of executor loops: the inner loop and the residual loop (line 18) to recycle the internal runtime data structures for the next prefetching phase.

- The *add_access* call is inserted (lines 23, 30) in the body of inspector loops, for each shared reference. This call describes the shared references to the runtime system. The compiler passes through the statements of the inspector loops, to replace the statements containing shared references with the runtime call.

- For each shared reference, a *dereference* call is inserted inside the executor loops: inner main loop and the residual loop (lines 40, 46). The dereference call returns a buffer and sets the proper value on a temporary variable for indexing the buffer. The compiler replaces each expression containing the shared reference with a local access by using the aforementioned buffer and index (lines 41, 47).

### 4.2.2 Runtime support

The optimization requires runtime support to perform prefetching and coalescing. The runtime is responsible for four tasks: (a) decides if the optimization is profitable, (b) stores information for the shared references, (c) analyzes the shared references and tries to coalesce them, and finally (d) retrieves the data from the local buffers. Thus, the proper selection of the algorithms and data structures have significant impact on the performance of the application.

The first task is to decide whether the loop transformation is beneficial and calculate prefetch factor. Algorithm 2 calculates the prefetch factor. The runtime checks if the number of processes is more than one and if the number of UPC threads is greater than the upper bound of the loop (line 1). If yes, then the runtime
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will decide to execute the unmodified version of the loop. The unoptimized loop
does not use network communication: the runtime uses simple loads and stores
(memcpy) to transfer the data. The overhead using thread communication is less
than the overhead of scheduling optimization, which requires keeping information
about shared accesses and analyzing them. Furthermore, we put an upper limit
to the number of iterations that can be prefetched to avoid overconsumption of
memory resources (line 5). The runtime calculates the prefetch factor by dividing
the upper limit by the number of shared elements. The prefetch factor must be
the minimum between the upper bound minus one, and the calculated prefetch
factor. We use the upper bound minus one to ensure that the program will enter
at least one time in the main loop. If the prefetch factor is less than two, then the
unoptimized version is used.

The second task is to collect and store information about shared accesses in the
inspector loops. For each shared access the runtime stores information about the

```
Prefetch_factor(int num elems, int upper_bound)
1: if XLPGAS_NODES == 1 or upper_bound ≤ XLPGAS_NODES then
2:     return 0;
3: end if
4: max_loop ← upper_bound - 1;
5: PF ← MAX_FETCH/num elems;
6: if PF ≥ max_loop then
7:     PF ← max_loop;
8: end if
9: if PF ≤ 2 then
10:     PF ← 0;
11: end if
12: return PF;
```

**Algorithm 2:** Calculation of Prefetch Factor.
shared variable, the related offset, the UPC blocking factor (BF) and element size (ES) into a hash table. For each pair of variable and UPC thread identifier, the runtime searches the hash table. If an entry exists, then the runtime inserts the offset, otherwise the runtime creates a new entry and inserts it in the hash table. On each entry of the hash table, the runtime maintains an array of the offsets that the runtime collects. The runtime does not issue any communication request during the collection phase. Moreover, the runtime uses a memory pool and buffer recycling to avoid the dynamic memory allocation overhead. On each call of the ‘reset’ procedure, the runtime resets the internal data structures, including the hash entries.

The third task is the ‘scheduling’ of accesses. The schedule runtime call is responsible for analyzing, coalescing and prefetching shared accesses. The runtime first sorts the collected offsets using the quicksort algorithm, removes duplicates, and prepares the vector of offsets to fetch. There are two reasons for sorting and removing duplicates from the offset list. First, the sorting makes the translation from shared index to local index faster. Second, removing duplicates decreases the transfer size in applications that have duplicates, such as stencil computation. Finally, the runtime prepares a vector of offsets for fetching data. The transport library uses one-sided communication to achieve high throughput with low overhead. Figure 4.2 presents the internal structure and the analysis technique of the runtime.

The fourth task involves data retrieval from the local buffers. The runtime call returns a pointer to the local buffer and stores the index variable with the proper value. Internally the runtime first tries to calculate the index value directly by using an auxiliary table. If this fails, searches the offset table using a binary search algorithm. One of the key optimizations of the runtime is the handling of shared data that belong to the same node. The runtime does not collect nor analyze the shared references if they are locally accessible. In the dereference call, the runtime simply returns a pointer to the local data.

4.2.3 Resolving Data Dependencies

```c
#define N 8192
int compute(shared int *ptr1, shared int *ptr2){
    int i;
    for(i=0;i<N-1;i++){
        ptr1[i] = ptr2[i];
    }
}
```

Listing 4.4: Example of possible pointer aliasing.

In a loop with loads and stores on shared objects, the compiler may not be able to determine the data dependencies at compile time and must assume alias
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dependencies between the shared pointers. An example of this case is a loop that has references and assignments using shared pointers and without any information about the shared arrays. In this case, the compiler cannot determine the dependencies and assumes that there are dependencies between the shared pointers. Listing 4.4 presents an example of possible alias dependencies: the compiler is unable to determine if there is an overlap between the ptr1 and ptr2 pointers.

To guarantee memory consistency, the compiler creates the shared write calls with an additional argument that notifies the runtime to make additional checks for outstanding transfers. The compiler will set this flag to true if there is an overlap between shared addresses or if the compiler fails to resolve the alias dependencies. The runtime handles the shared data stores in one of the three following ways:

- Compiler signals that there is no overlap with other shared objects that application modifies. In this case, the runtime does not execute any additional code.
- Program writes on shared data and there is a copy of the shared data on a local buffer. Runtime issues the remote store and updates the local buffer to maintain the consistency.
- There is overlap between the shared stores and the transferred data from a remote node. In this case, the runtime waits for the transfer to be completed and overwrites the prefetched data.

Figure 4.3 presents the user’s code and the runtime implementation. If the compiler fails to determine the dependencies between variables, it sets the variable update_local.

4.3 Experimental Results

This section presents experimental results using two microbenchmarks and five benchmarks. First, the evaluation uses microbenchmarks to calculate an upper
limit on the performance gain and identify possible bottlenecks. Next, the performance of the benchmarks is presented. Moreover, this section provides an analysis of the overheads by presenting application time breakdowns. Finally, we briefly analyze the cost of the optimization in terms of code increase, compilation time, and runtime memory requirements.

4.3.1 Benchmark versions

The evaluation uses five different benchmark versions:

- The **Baseline** version, compiled with dynamic number of threads and the inspector-executor optimization disabled. The number of UPC optimizations that the compiler applies without the physical mapping knowledge is limited to privatization of some shared accesses inside the upc forall loops.

- The **Aggregation** version, where the compiler applies the inspector-executor optimization that prefetches and coalesces shared references at runtime.

- The **hand-optimized** shows the performance of the benchmarks using coarse-grained communication and manual pointer privatization. The manual work focuses on strip mining the loops and the use of collective communication mechanisms when possible.

- The **MPI** version contains coarse-grained communication. It uses collective communication when possible and does not use the non-blocking mechanisms for fairness.

When the optimization is unable to find any opportunities for coalescing shared accesses, the algorithm returns without any modification on the program. In other cases, the compiler applies the optimization, but the number of iterations at execution time is low in order to benefit from the optimization. The runtime library will detect this incidence at runtime and the program executes the unoptimized version of the loop. In this case, the overhead incurred by calling the runtime for loop selection, is relatively small compared with the fine-grained accesses.

All runs use one process per UPC thread and schedule one UPC thread per Power7 core. The runtime prefetches at most 4096 iterations (MAX_Fetch). Each UPC thread communicates with other UPC threads through the network interface or interprocess communication. The UPC threads are grouped in blocks of 32 per node and each UPC thread is bound to its own core. The experimental evaluation runs each benchmark five times. The results presented in this evaluation are the average of the execution time for the five runs. In all experiments, the execution time variation is less than 5%. We run one iteration of the optimized loop before the actual measurement to warm-up the internal structures of the runtime. All benchmarks are compiled using the `-qarch=pwr7 -qtune=pwr7 -O3 -qprefetch` compiler flags.
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4.3.2 Microbenchmarks Performance

Microbenchmarks are used to demonstrate the effectiveness of the code transformations and identify pathological defects. Figure 4.4 presents the achieved performance of the microbenchmark in GB/s, using different variations. The speedup of the inspector-executor version (Aggregation) varies between 3.1x and 6.7x over the baseline using the first variation of the microbenchmark (Figure 4.5). The first microbenchmark reads data from the neighboring UPC threads. Thus, internally the runtime creates one entry in the hash table and the memory overhead is limited. In this microbenchmark version, the runtime coalesces (or aggregates) on average 4096 elements in one message. Moreover, we observe a slight increase in the achieved speedup for more than 16384 UPC threads, most likely due to higher latency and network contention. On the other hand, when reading elements in a random way, the speedup varies from 3.2x up to 21.6x. In the case of random access pattern, we analyze three irregularities: (i) benchmark with random access pattern achieved better performance from the stream-like with 256 or less UPC
benchmarks; (ii) the performance gain (speedup) decreases in random access when the number of the UPC threads is increasing; (iii) the performance of random reads decreases for more than 1024 UPC threads.

Performance of random access versus stream-like

The first interesting result is that the random access achieves better bandwidth compared with the stream-like variation when the prefetching is enabled and we run the benchmarks with 256 or less UPC threads. For example, in the stream-like variation, the benchmark achieves 2.1 GB/s in contrast with the 4.5 GB/s in the random access. The reason for that is the Hub chip architecture. The Hub chip has 7 different links for connecting nodes on the same drawer. These links have unidirectional bandwidth of 3 GB/s point-to-point between cores with a maximum of 24 GB/s aggregated unidirectional bandwidth [79].

To investigate this behaviour we focus at the runs with 256 UPC threads. In the case of the stream-like, the runtime fetches \( \text{entries} \times \text{sizeof(field)} = 4K \times 8\text{Bytes} = 32K\text{Bytes} \) packets from the neighbor UPC thread. The slowest part connects the nodes: when thread #31 that belongs to node 0 fetches from thread #32 that belongs to node 1. In this case, the unidirectional bandwidth will be around 2GB/s using 32 KByte packets. In the case of random access, we can calculate the number of entries in the hash table, assuming uniform random accesses:

\[
\text{Entries} = \frac{\text{MAX\_FETCH}}{\#\text{Elems} \times \#\text{UPC\_THREADS}} = \frac{4096}{4} = 4.
\]

That means that we need to fetch \( \text{fields} \times \text{entries} \times \text{sizeof(field)} = 4 \times 4 \times 8 = 128 \) Bytes packets per remote thread. That means that we have one request of 128 Bytes per remote thread, and we are going to use all the 7 links with other nodes. We have 32 threads on the same node, so we will have 32 packets of 128 bytes per link. In the best case scenario, the packets will arrive at the same time and the hardware coalesces them creating one big packet of 4 KBytes. Packets of 4 KB have around 860 MB/s point-to-point unidirectional bandwidth. Thus, the aggregate bandwidth can be up to \( 7 \times 0.86 = 6.02GB/s \) at best, which is much higher than the 2 GB/s of the streaming-like variation. Although, the hardware does not always coalesce the packets because they arrive at different time, when the achieved aggregated bandwidth of the interconnection network increases.

Overall, in the streaming benchmark only one of the threads in the node communicates with the neighbor node and therefore, only one of the Hub links is used, decreasing the bandwidth to the maximum that can be achieved. In contrast, the random pattern benchmark all nodes communicate, assuming an average of 4 remote accesses per thread. Thus, the traffic goes through the seven available links, achieving higher effective bandwidth than the stream-like version.
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Figure 4.6: Achieved speedup for the two microbenchmark variations compared with the number of messages aggregated (left), and speedup compared with the memory consumption of the runtime (right).

**Speedup decrease of random access**

The second observation is that the performance gain (speedup) of the random access decreases, but in stream-like remains constant. There are two reasons for this outcome: (i) The memory consumption of the runtime system, and (ii) the number of coalesced messages. Figure 4.6(a) presents the number of coalesced messages per UPC thread compared with the number of threads running. We can see the correlation between the speedup and the aggregation of the messages. The problem is to be found in the iterations to inspect (prefetch factor). The maximum prefetch factor is 4096, thus for random accesses using 1024 UPC threads, the entries are: $\frac{4096}{1024} = 4$ accesses per thread, assuming uniform distribution. However, the benchmark reads four elements of the structure using the same index. Thus, the runtime coalesces four accesses in all cases. An additional factor that influences negatively the performance is the impact of the memory allocation. Figure 4.6(b) presents the memory consumption per UPC thread and the achieved speedup. We observe that the memory consumptions increases on each doubling of UPC threads. In this case, the runtime adds new entries in the hash table and allocates a buffer for each UPC thread. The speedup decreases from 5.3x to 3.0x. On the other hand, the memory consumption is constant in the stream-like benchmark and the runtime aggregates always 1024 messages.

**Random Reads Performance Decrease**

The final observation is that the performance of the random reads decreases for more than 1024 UPC threads, with or without prefetch. This decrease in performance is due to the interconnection between supernodes. The network architecture
has a two-level direct-connect interconnect topology that fully connects every element in each of the two levels. With only two levels in the topology, the longest direct route L-D-L (intra - inter - intra supernode) [63] can have three hops at most which consist of no more than two L hops and at most one D hop maximum. The advantage of this topology is that it improves the bisection bandwidth over other topologies such as fat-tree interconnects and eliminates the need for external switches. However, the architecture of the interconnection limits the performance in the case of the random accesses pattern when most of the traffic is routed through the remote links.

To prove that the interconnect is the bottleneck in the random access pattern, we calculate for each node, how much of traffic will use the D links each supernode for the communication. In all cases we assume uniform traffic distribution. In order to calculate this value, we first detract the number of threads that belong to the same supernode because there is direct connection between them. Secondly, we detract the number of threads that belong to other threads.

Next we calculate with how many threads, that reside on different supernodes, one thread can communicate using direct connection. In our setup, the cluster uses eight inter-supernode (8D) links to communicate together [80]. Thus, the number of links one supernode has with other supernodes is:

\[
\text{number of links} = (\#\text{supernodes} - 1) \times 8
\]

Because each supernode has 32 nodes, and each node contains one Hub chip. On average each node has:

\[
\text{remote links per node} = \frac{(\#\text{supernodes} - 1) \times 8}{32}
\]

In our experiments we use 32 UPC threads per node. The total number of UPC threads that use direct connection are:

\[
\text{remote links per thread} = \frac{(\#\text{supernodes} - 1) \times 8 \times 32}{32} = (\#\text{supernodes} - 1) \times 8
\]

Moreover, each node has 31 direct connections with other nodes inside the supernode. The total number of direct connections inside the thread are:

\[
\#\text{intra links} = \text{threads per node} \times \text{nodes per supernode} = 32 \times 31 = 992
\]

Each node contains 32 UPC thread. Thus, we assume that all communication between these threads are local (intra_node_threads). Combining all the equations together, the amount of traffic that is using links with more than one hop is:

\[
\frac{\text{Threads} - \text{remote links per thread} - \#\text{intra links} - \text{intra_node_threads}}{\#\text{Threads}}
\]

Table 4.1 presents the percentage of traffic that uses more than one hop. Overall, the interconnection of the supernodes burdens the performance in random access patterns. This is due to the saturation of the remote links in more than 1024 UPC threads.
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<table>
<thead>
<tr>
<th>Number of UPC threads</th>
<th>1-hop Links (%)</th>
<th>Links with &gt; 1-hop (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>2048</td>
<td>50.39%</td>
<td>49.61%</td>
</tr>
<tr>
<td>4096</td>
<td>25.59%</td>
<td>74.41%</td>
</tr>
<tr>
<td>8192</td>
<td>13.18%</td>
<td>86.82%</td>
</tr>
<tr>
<td>16384</td>
<td>6.98%</td>
<td>93.02%</td>
</tr>
<tr>
<td>32768</td>
<td>3.88%</td>
<td>96.12%</td>
</tr>
</tbody>
</table>

Table 4.1: Percentage of traffic that uses remote and local links.

![Figure 4.7](image.png)

**Figure 4.7:** Performance numbers for the sobel benchmark using different versions.

#### 4.3.3 Applications Performance

**Sobel**

The sobel benchmark communicates with neighboring UPC threads only at the beginning and at the end of the computation. The kernel of the benchmark has nine shared reads, and the compiler will create additional library calls in the inspector loops. Figure 4.7 illustrates the performance numbers for the sobel benchmark in mega-pixel/s\(^1\). The inspector-executor (*aggregation*) optimization achieves a performance gain between +15% and +60%. The relatively low performance gain compared with the microbenchmark and the gravitational fish benchmark, is due to the good shared data locality. For example, only 1.6% of the shared accesses are remote, running with 2048 UPC threads. The shared data has been distributed by blocks of rows to minimize remote accesses. One interesting characteristic of the sobel benchmark is that the runtime coalesced 258 packets into one remote message, independently of the number of the UPC threads. Thus, the number of memory consumption from the runtime is constant in all runs at 62 KBytes.
Finally, and as expected, the manually optimized variation has better performance than all other variations. The programmer is able to coalesce 65536 elements (one row) in one transfer in the manually optimized version. Thus, the programmer uses only local data inside the execution loop, avoiding the creation of runtime calls from the compiler.

**Gravitational Fish**

The Fish benchmark has very low performance due to fine-grained accesses (Figure 4.8). The inspector-executor (Aggregation) optimization gives a speedup between 6.3X up to 23.6X compared to the baseline, thus proving the usefulness of the optimization. Furthermore, we observe that the performance drops significantly for more than 1024 UPC threads. Figure 4.8 includes numbers only up to 8192 UPC threads because runs with 16K or more threads are not practical. There are two sources that burden the performance of the application: (i) the limitations resulting from the architecture of the interconnect network and (ii) the way the data are stored and accessed. First, the benchmark saturates the inter-supernode links for the same reasons that the second microbenchmark (random access) has low performance for more than 1024 UPC threads, in a similar way fish saturates the inter-supernode links. Secondly, all UPC threads access data in a streaming fashion starting from the first UPC thread. Thus, for the first iterations of the loop, all the UPC threads will try to access the data on the first UPC thread at the same time. Moreover, the hand-optimized and MPI versions are not exhibit this pathogenic behaviour for two reasons. First, they use collective communication (broadcast and reduction) to accelerate the transfers. Second, they use coarse-grained communication that utilizes more efficient the network.
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WaTor

The aggregation optimization gives a speedup from 1.1x up to 1.3x compared with the baseline version in the WaTor benchmark (Figure 4.9). The performance decreases for more than 1024 UPC threads because of the communication pattern. The benchmark reads 25 points of the neighboring cells of the grid, in order to calculate the forces. The large number of remote shared references saturates the remote links for more than 2048 UPC threads. The compiler optimizes most of the remaining shared accesses using the remote update optimization [54]. The MPI version is faster but requires additional code before and after calculating the force and moving objects. The compiler does not create additional calls for accessing the data unlike with UPC versions.

Guppie

The Guppie benchmark uses a 256 MByte array with one billion updates per UPC thread. The random elements are selected for Guppie benchmark from a 64K element array of indexes. The compiler optimizes the main kernel of the benchmark, however the access pattern of shared data is random and thus, the performance gain numbers have a variation of +/- 10%. In this benchmark, the runtime is able to coalesce from two up to eight different messages, due to the dynamic nature of the shared accesses. Figure 4.10 shows the performance numbers for the Guppie benchmark in MegaUpdates/s using logarithmic scale. The aggregation gives a speedup from 1.1x up to 7.5x compared to the baseline version. Furthermore, manual code modifications allow the compiler to optimize using the remote update optimization. The remote update optimization uses hardware acceleration. Thus, the achieved performance for the manual optimized code is from 4.64x up to
1270x times faster than the automatically optimized version. The hardware solution provides even more efficient solution than the inspect-executor optimization. Moreover, the hardware packet aggregation give an additional performance gain to the remote update.

**MCop**

The benchmark solves the matrix chain multiplication and contains irregular shared references. Figure 4.11 presents the performance numbers for the MCop benchmark in Operations/s. The aggregation gives a speedup ranging from 4.9X up to 14.5X compared with the baseline version, due to the low performance of the baseline. The automatic compiler optimization is faster due to a better overlap of communication and computation.
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4.3.4 Where does the time go?

An interesting question arises from the previous sections: where does the time go during the execution of the application. Figure 4.12 presents the breakdown for the three benchmarks. The shared pointer arithmetic (Ptr Arithmetic) translates the offset to the relative offset inside the thread. The inspector loops take 31% and 18% of the execution time in the Sobel and gravitational fish benchmarks, respectively. The trend is similar for the gravitational fish and WaTor benchmarks. The compiler optimizes only the force calculation part in the WaTor benchmark. Thus, the relative contribution of the other parts of the benchmark to the execution time increases. One interesting characteristic of the fish benchmark is the poor performance of the scheduling algorithm (Schedule) which is due to the all-to-all communication pattern. Thus, a better scheduling algorithm that would exploit collective communication is needed in order to achieve good performance in the fish benchmark (Figure 4.8).

4.3.5 Cost of the optimization

The final part of the evaluation examines the transformation cost in compile time, increase of code-size, and runtime memory increase. Applying the code transformation has some costs: (a) compile time increase, (b) code increase, and (c) runtime memory.

The increase in compilation time varies from 20% to 35%. The main reason for such a large increase is the loop replication and the rebuilding of data and control flows for the transformed loops. The factor that affects the compilation time the most is the number of shared accesses. Compiler inserts runtime calls for inspecting the elements and to use the data from the local buffers.

The second drawback of the transformation is the increase in code. The code-size increase provides an insight about the glue code that compiler generates. The transformation requires the creation of three additional loops and the strip mining.
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Table 4.2: Object file increase in bytes. We consider only the transformed file.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Baseline</th>
<th>Aggr.</th>
<th>Shared Accesses</th>
<th>Num. Calls</th>
<th>Cost per Access</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sobel</td>
<td>10332</td>
<td>16188</td>
<td>8</td>
<td>38</td>
<td>+732</td>
</tr>
<tr>
<td>Fish Grav</td>
<td>22175</td>
<td>28543</td>
<td>4</td>
<td>22</td>
<td>+1592</td>
</tr>
<tr>
<td>WaTor</td>
<td>129592</td>
<td>131736</td>
<td>2</td>
<td>14</td>
<td>+1072</td>
</tr>
<tr>
<td>Guppie</td>
<td>5022</td>
<td>7134</td>
<td>1</td>
<td>10</td>
<td>+2112</td>
</tr>
<tr>
<td>MCop</td>
<td>12188</td>
<td>19100</td>
<td>6</td>
<td>48</td>
<td>+1152</td>
</tr>
</tbody>
</table>

The table also presents the number of calls created. The Sobel benchmark has the biggest increase in code, due to its large number of shared accesses. The number of calls can be calculated using this equation:

\[
\text{number of calls} = \text{number of accesses} \times 4 + \text{loops optimized} \times 6
\]

For example, in the Sobel benchmark, the compiler creates eight calls per inspector loop and eight calls per executor loops. Moreover, the compiler creates two calls for the \_schedule, two for the \_prefetch\_reset, one for \_prefetch\_wait, and one for \_prefetch\_factor. Thus, the total number of calls are \(8 \times 4 + 1 \times 6 = 32 + 6 = 38\). On average, each prefetched shared access can add up to 2000 bytes of additional code. The cost per call is higher in the Guppie benchmark because the compiler optimizes prefetches only one element. On the other hand, MCop has the biggest increase because the compiler optimized four different loops.

Finally, the optimization increases the memory requirements. The runtime keeps information about the shared accesses and uses local buffers for fetching the data. We are aware of the key role of memory usage in scaling to thousands of UPC threads and also acknowledge that the increased memory requirements can limit the performance gain of the application. To address this challenge, we limit the value of the prefetch factor to avoid the allocation of large amounts of memory. For the experiments that we presented, we limit the factor to 2048, although it is configurable. However, large values of the prefetch factor increase the memory footprint of the application and the overhead of analyzing the shared accesses. We limit the additional allocated memory in less than four MBytes because we want the local buffers and metadata to be in the cache hierarchy.

4.4 Chapter Summary and Discussion

This chapter described code transformations that improve the performance of fine-grained communication using data aggregation (or coalescing) at runtime. The results presented indicate that the inspector-executor optimization dynamic communication coalescing is an effective technique decreasing the impact of fine-grained accesses and increasing the network efficiency. This approach can provide better
performance and does not require knowledge of physical data mapping or the usage of the upc forall loop structure.

Despite the high gain in performance that our approach ensures, there is still room for improvements. First, there is the overhead of the inspector loop and the analysis. Although, the transformation amortizes part of the overhead using the double buffering, further improvements can be achieved. One of the overhead sources is the increased number of runtime calls created by the inspector-executor transformation. Second, the absence of collective communication limits the performance in certain data-access patterns. The inability to discover collective access patterns limits the performance in some benchmarks, such as the fish gravitational. Finally, the performance of the random access pattern for more than 2048 UPC threads is limited by the characteristics of the interconnection network i.e. the number of remote links that connect the supernodes. We will address these shortcomings in the following chapters. The relative cost of the optimization, in terms of compile time and code increase, is small compared with the performance benefit.
Chapter 5

Reducing the Runtime Calls

One of the inherited limitations of PGAS languages is the transparency provided to the programmer. Accesses to shared memory lead to the automatic creation of additional run-time calls and possible network communication. The previous chapter presented an implementation of shared data aggregation at runtime using the inspector-executor transformation. This chapter presents a number of optimizations to decrease the number of runtime calls in the context of the inspector-executor transformation. The automatic transformation of the code by the compiler solves the problem, delivering the promised ease-of-programming of PGAS language while also delivering the performance expected from a parallel implementation of an application.

First, this chapter presents techniques for decreasing the overhead of inspector and executor loops, include an analysis based on Constant-Stride Linear Memory Descriptors (CSLMADs), usage of a temporary vector to collect the shared indexes, and static coalescing of shared structures. Furthermore, Section 5.1.5 presents the insertion of branches (inline checks) for checking data locality. Section 5.2 presents a new shared-reference-aware loop-invariant code motion, which is designed specifically for PGAS languages. Section 5.3 presents an extensive evaluation of the optimizations using microbenchmarks and benchmarks. Finally, Section 5.4 summarizes previous discussion and concludes the chapter.

5.1 Inspector-executor Optimizations

An important drawback of the inspector-executor transformation is the overhead of function calls introduced by the compiler in order to inspect which data transfers are amenable for coalescing. This section presents code transformations that help to decrease the overhead of inspector-executor loops.
5.1.1 Constant Stride Linear Memory Descriptors

The compiler first analyzes the type of accesses. If the compiler detects that the access on a shared array are regular, it replaces the calls in the inspector loops with a single call. Otherwise, irregular accesses are assumed. The identification of the type of access is done through an array access analysis based on the Constant-Stride Linear Memory Access Descriptors (CSLMADs) [39].

The CSLMADs is restrictive form of Linear Memory Descriptors [40, 41] used on describing the array accesses. The reason we use the CSLMADs rather than the general LMAD description is because it is more practical to implement the analysis pattern in the compiler. While a CSLMAD cannot represent overlapping indexing expressions, a CSLMAD captures a surprisingly large set of index expressions that appear in numerical applications. Figure 5.1 illustrates different types of accesses that LMADs can represent. The biggest drawback for the LMADs is that they cannot represent arrays array access such as $B[i \times i]$ (Figure 5.1(d)).

Array accesses in CSLMAD form can be expressed as:

$$f(x) = b + a \times x$$

The constant $a$ is the stride of the CSLMAD and the integer constant $b$ is the base of the CSLMAD (offset). Using the loop range information the compiler transforms the descriptors to the following format:

$$\langle a, local\_offset, low\_bound + b, upper\_bound + b \rangle$$

The constants ($local\_offset$) are used to access each referenced field of the structs.

When the regular access pattern is recognized, multiple calls in the inspector loop can be replaced with a single call that describes the accesses. The transformation requires a normalized loop with monotonically increasing loop index. Furthermore, if shared arrays were allocated in blocked fashion, then the calls from
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the executor loops can be removed. In the UPC language, the compiler detects blocked allocation in two cases: (i) when the programmer specifies the number of threads at compile time, and the blocking factor is the size of the array divided by the number of UPC threads; and (ii) when the programmer uses a structure that contains an array. If the array is allocated with an ‘ideal’ blocking factor (e.g. the size of the array divided by the number of threads), then the fetched data are placed in order. Figure 5.2 presents an example of translating shared addresses to a local buffer. The program fetches the range from 5 to 19. In the top of the figure, the runtime fetches and places the data in order onto the local buffer. Thus, the program reads the data in order. On the other hand, when the blocking factor is two, the runtime fetches the data but the placement is shuffled (right of the Figure 5.2).

```
<table>
<thead>
<tr>
<th>Threads</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
</tr>
</tbody>
</table>
```

Blocking Factor = 32/4 = 8

```
<table>
<thead>
<tr>
<th>Threads</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
```

Blocking Factor = 2

The runtime uses a compact form to keep track of shared accesses if the shared array is allocated in blocked form. The runtime stores the shared accesses in the form of: \(\langle \text{stride}, \text{local\_offset}, \text{lower\_bound}, \text{upper\_bound} \rangle\). Hence, an additional benefit of using the compact representation form in the runtime is that the accesses do not require additional analysis. Furthermore, the runtime fetches the elements from the remote UPC threads in order. Also, the runtime merges different CSLMADs when the descriptors have the same shared base array and stride. Thus, there is no duplication in the data transfers.

The runtime reuses the internal data structures for subsequent iterations. Thus, the overhead of the inspector loop range is an update of the block ranges. The downside of this approach is that schedule calls are necessary in order to wait for the data transfers to complete before the executor loops.

5.1.2 CSLMADs in dynamic environments

Another challenge that the compiler must address is the usage of shared pointers with different blocking factor in dynamic environments, when the number of
threads is specified at runtime. In this case, the compiler versions the executor loops into two variations. The first assumes that the loop has blocked allocation and the second that the loop has blocking factor different than the ideal. A drawback is that the compiler must add checks in the version branch to verify that all the arrays accessed are in blocked fashion. Thus, when any of the arrays has a blocking factor, which is not the ideal, the program executes the loop with the calls.

5.1.3 Usage of vectors to collect shared indexes

The compiler analyzes shared accesses that occur in an irregular fashion to check if they access more complex structures, such as shared arrays contains structs. For irregular accesses on shared arrays that do not contain structs, a temporary array (vector) stored in the stack is used to collect the shared indexes. The compiler inserts a call to inspect the elements at the end of the each inspector loop. Internally the runtime processes the elements one by one. Thus, the performance gain is limited compared to the previous approach. The main benefit of this solution is the decrease of the number of calls in the inspector loop. The downside of this approach is that it allocates space in the stack and, when the available stack memory is low, the application can crash.

5.1.4 Combining Dynamic with Static Coalescing

The final check of the compiler involves the possibility that the loop contains shared accesses on struct fields that have constant distance or stride. The algorithm coalesces shared accesses when the compiler can prove that the remote data belongs to the same thread. This is also possible when accessing members of shared structures that belong to the same thread. Therefore, the compiler applies this optimization when the program uses shared arrays with data structures. The compiler analyzes the accesses and detects possible patterns with constant-stride.

The static coalescing requires additional compiler analysis and runtime modifications. Algorithm 3 presents the analysis algorithm. First, the compiler analyzes the shared accesses that are fields of shared structures. The compiler classifies the shared addresses in buckets containing compatible shared addresses (line 6). A shared reference is compatible with one bucket when the containing shared references use the same base symbol (array), the same array index, same element access size, but different offset inside the structure. If the compiler is not able to find any compatible bucket, then it creates a new bucket and adds the shared reference (line 14). Finally, the compiler sorts the shared references during the addition to the bucket, based on the local offset.

Algorithm 4 presents the insertion of __xlupe_sched_dereference calls. For each bucket, the compiler inserts the dereference call on the first occurrence of a shared reference of the bucket and replaces each shared reference with the local buffer, by increasing the index of the local buffer based on the order of shared references.
AnalyseSharedRefs(Procedure p)
1: RefList ← collectSharedReferences();
2: BucketRefList ← ∅;
3: for each shared mem ref Rs in RefList do
4:   isInserted ← FALSE;
5:   for each shared Bucket bck_s in BucketRefList do
6:     if Rs is compatible with Bck_s then
7:       Bck_s.Add(Rs);
8:       isInserted ← TRUE;
9:       break;
10: end if
11: end for
12: if isInserted = FALSE then
13:   Bck_s ← newShrReferenceBucket();
14:   Bck_s.Add(Rs);
15:   BucketRefList.Add(Bck_s)
16: end if
17: end for

Algorithm 3: Analysis of shared references.

InsertSchedulerDereferenceCalls(Procedure p)
1: for each Shared Bucket bck_s in BucketRefList do
2:   Rbase ← bck_s.getBaseSharedReference();
3:   stmt ← innerloop_i.findLocation(Rbase);
4:   innerloop_i(stmt).Add( buffer = _xhupe_sched_dereference, &index);
5:   for each shared mem ref Rs in bck_s do
6:     stmt_s ← SHARED_STATEMENT( Rs );
7:     for each statement stmt in innerloop do
8:       if stmt = stmt_s then
9:         innerloop.Replace(stmtExpr, buffer[index]);
10:     end if
11:   end for
12:   index ← index + 1;
13: end for
14: stmt ← innerloop_i.findLocation(Rbase);
15: innerloop_i(stmt).Add( buffer = _xhupe_sched_dereference );
16: for each shared mem ref Rs in bck_s do
17:   stmt_s ← SHARED_STATEMENT( Rs );
18:   for each statement stmt in epilogloop do
19:     if stmt = stmt_s then
20:       epilogloop.Replace(stmtExpr, buffer[index])
21:     end if
22:   end for
23:   index ← index + 1;
24: end for
25: end for

Algorithm 4: Insertion of dereference calls.
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typedef struct data_s{
    int a;
    int b;
    int c;
    int d;
}data_t;

shared data_t A[128];

int comp(){
    int i;
    int result =0;
    for (i=0;i<128;i++){
        result += A[i].a;
        result += A[i].c;
    }
    return result;
}

Figure 5.3: Example of Static data coalescing: native UPC source code (left), and physical data mapping (right).

Figure 5.3 exemplifies the static coalescing optimization. The example program on the Figure 5.3(a) shows a simple reduction of the a and c struct fields, from a shared array of structures written in UPC. Figure 5.3(b) presents the physical mapping of the shared array running with two UPC threads. The array is distributed cyclically among the UPC threads. The transformation places the accesses on the a and c struct fields in the same bucket. Thus, it generates the appropriate runtime call (\_add_access_strided) in the inspector loop to pass along the information about the stride between these accesses and the number of elements in the bucket. At runtime, the runtime fetches the a and c fields and places them in consecutive memory locations in the local buffer. On the other hand, if there are two consecutive accesses, then the compiler would still represent it, using the size of the element as a stride.

Local data optimization

One of the key optimizations of the runtime is the efficient access management of shared data that belong to the same node. The runtime collects and analyzes the remote shared references only. Furthermore, the runtime avoids copying the data in local buffers in order to provide the same memory layout. In the dereference call, the runtime simply returns a pointer to the local data.

However, this approach requires symmetrical physical data mapping between buffers. To address this challenge, the dereference call returns to the program the constant stride between the offsets. Figure 5.4 presents the generated code and a part of the dereference call in the runtime. The compiler first sets the default stride, if the data are local, before the call with the distance between accesses. In the aforementioned example, the distance between the fields is eight bytes. The
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Final Transformed Code:

```c
int comp(){
    int i; int result = 0; size_t stride;
    for (i=0;i<128;i++){
        /* Compiler sets default stride */
        stride = 8;
        void * tmp = _schedule_deref(&stride, &A[i].a);
        /* Read A[i].a */
        result += *(int *) ( tmp ) ;
        /* Read A[i].c */
        result += *(int *) ( tmp + 1*stride );
    }
    return result;
}
```

Runtime Dereference Call

```c
void *_schedule_deref(struct fat_ptr *ptr, int *stride){
    if ( ptr->node == CURRENT_NODE){
        /* No need to change the stride */
        return __get_local_data(ptr);
    }
    /* Change the distance of elements */
    *stride = ptr->elem_size;
    return __get_prefetched_data(ptr);
}
```

Figure 5.4: Final code modification and a high level implementation of the runtime.

runtime sets stride variable as the element stride when the data are prefetched and stored in the local buffer. On the other hand, if the program access local data, then the stride remains constant inside the runtime and the default is used. The compiler multiplies the relative offset based on the order of shared references.

5.1.5 Inline checks

```c
shared int A[128];

// Inspector loop. shared ptr is fat pointer
for (i=0;i<PF;i++){
    ptr = __ptr_arithmetic(&A[i]);
    if ( ptr->thread != MYTHREAD ){
        __xlupc_add_access( ptr, ...);
    }
}
__schedule();

// Similar approach in the executor loop:
for (i=0;i<PF;i++){
    ptr = __ptr_arithmetic( &A[i],... );
    if ( ptr->thread != MYTHREAD ){
        __xlupc_sched_dereference( ptr, ...);
    } else {
        // Simple pointer additions
        local_ptr = CALC_LOCAL(ptr);
    }
    ... = local_ptr;
}
```

Listing 5.1: Example of code modifications for the inline checks.
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A number of UPC applications have local shared references that cannot be proven to be local shared references at compile time. In applications that have good locality only a small proportion of shared accesses are remote. For instance, in the Sobel benchmark [50] only 1.6% of the shared accesses are remote when running with 2048 UPC threads.

The inline check optimization inserts a branch before two entry points of the runtime: the sched_add_access and the xlupc_sched_dereference calls. These branches check if the data accessed are remote or local. When the shared accesses are local the runtime avoids collecting the accesses. Instead, the executor loops use private pointers to read the local data. Listing 5.1 presents an example of the code transformation.

5.1.6 Optimization Integration

Each one of the presented optimization is integrated on the compiler framework. The compiler uses an algorithm to decide which optimization works better with the type of accesses. Figure 5.5 presents the algorithm that compiler uses to optimize loops with fine-grained accesses. The algorithm identifies the pattern of the accesses pattern (regular or irregular) and uses compile time information to select the proper transformation. If the accesses are regular, the compiler analyzes...
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the accesses to detect the format of access pattern (C.1) and removes the runtime calls from the inspector loops. Next, based on the compile time information it removes completely (C.1.1) the runtime calls from the executor or versions the loop (C.1.2). In the case of irregular accesses, the compiler creates a temporary array to collect the elements (C.2). Finally, if the programmer uses structures with fields, the compiler tries to apply static coalescing (C.3.1) or applies the simple form of inspector-executor (C.3.2). Furthermore, the compiler inserts inline checks in some for the cases to check for data locality. Next sections explore these cases in more detail.

### 5.2 Shared-reference-aware loop-invariant code motion and privatization for PGAS languages

Loop-invariant code motion is a traditional compiler optimization that moves statements and expressions that are not affected by the loop computations placing them outside of the loop body. It is, however, often difficult to prove that statements that use shared scalars and pointers are loop-invariant. As a result, some shared accesses are left inside the body of the loop. Furthermore, copy propagation interferes with loop-invariant code motion because the existence of shared variables is often ignored. For instance, if a statement that uses a shared variable is propagated and placed inside a loop, later the compiler replaces the shared accesses with runtime calls.

Listing 5.2 presents one of the kernels of the WaTor [73] benchmark. The kernel calculates the maximum smell of the fishes and sharks. The two branches (lines 15, 20) contain two different shared accesses each. The first access is on the shared array of the Ocean and the indexes depend on the induction variables of the loops. On the other hand, the scalar variables \( \text{MaxfishSmell} \) and \( \text{MaxsharkSmell} \) are shared. The compiler assumes they are simple scalars, and it does not move them outside of the loop, despite that they are shared.

There are two ways to solve this issue: (a) disable copy propagation; (b) implement an alternative code-invariant motion specific for PGAS languages. Disabling copy propagation can have negative effects in performance because this copy propagation may lead to dead code elimination. Thus, the implementation uses the second approach to implement a lightweight version of loop-invariant code motion in loops that have shared accesses.

Algorithm 5 presents this new loop-invariant code motion. First the algorithm checks if the loop qualifies for this transformation. The loop must be normalized and must contain shared references. For each shared reference, the algorithm uses the reaching-definition analysis through the Static Single Assignment (SSA) [42] representation. In addition, the algorithm also checks the upper bound of the loop for possible shared references. Finally, the algorithm checks for possible dependencies between loop iterations. For each independent shared reference, the algorithm stores the shared value to a temporary scalar variable before the loop.
Then, the algorithm replaces all the occurrences of the shared references inside the body of the loop.

```c
#define SIZE 1024
struct OceanGrid{
    int FishSmell;
    int SharkSmell;
    ...
};
shared [*] struct OceanGrid Ocean[SIZE][SIZE];
shared int MaxfishSmell;
shared int MaxsharkSmell;
...
for(di=0; di<5; di++){
    for(dj=0; dj<5; dj++){
        int idx = (SIZE+i+di-2)%SIZE; int idy = (SIZE+j+dj-2)%SIZE;
        if( Ocean[idx][idy].FishSmell > MaxfishSmell) {
            MaxfishSmellPosX = di-2;
            MaxfishSmellPosY = dj-2;
        }
        if( Ocean[idx][idy].SharkSmell > MaxsharkSmell) {
            MaxsharkSmellPosX = di-2;
            MaxsharkSmellPosY = dj-2;
        }
    }
}
```

Listing 5.2: One of the WaTor ocean simulation kernels.

### 5.3 Experimental Results

This experimental evaluation assesses the effectiveness of the modified code transformations through the following: (1) the performance on microbenchmarks to help understand the maximum speedup that can be achieved and the potential performance bottlenecks; (2) the comparison with the sequential C version; (3) the performance of real applications; (4) the impact of the number of iterations examined; (5) an analysis of the overhead observed; (6) measurements of the code-transformation cost in code increase, compilation time, and code length.

#### 5.3.1 Methodology

All runs use one process per UPC thread and schedule one UPC thread per Power7 core. There are UPC threads in each node, and each UPC thread is bound to its own core. The results presented in this evaluation are the average of the execution
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<table>
<thead>
<tr>
<th>UPCCodeInvariantMove(Procedure p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. for each candidate loop structure ( L_i ) in ( p ) do</td>
</tr>
<tr>
<td>RefList ← ∅;</td>
</tr>
<tr>
<td><strong>Phase 1 - Check loop</strong></td>
</tr>
<tr>
<td>3. if UPC_STRICT then</td>
</tr>
<tr>
<td>4. return;</td>
</tr>
<tr>
<td>5. end if</td>
</tr>
<tr>
<td><strong>Phase 2 - Gather Candidates</strong></td>
</tr>
<tr>
<td>6. for all Shared reference ( R_s ) in ( L_i ) do</td>
</tr>
<tr>
<td>7. if ( R_s ) is loop-invariant then</td>
</tr>
<tr>
<td>8. RefList.Add(( R_s ));</td>
</tr>
<tr>
<td>9. end if</td>
</tr>
<tr>
<td>10. end for</td>
</tr>
<tr>
<td>11. if RefList is ∅ then</td>
</tr>
<tr>
<td>12. continue;</td>
</tr>
<tr>
<td>13. end if</td>
</tr>
<tr>
<td><strong>Phase 3 - Replace shared references in the loop</strong></td>
</tr>
<tr>
<td>14. for each shared mem ref ( R_s ) in RefList do</td>
</tr>
<tr>
<td>15. stmt_s ← SHARED_STATEMENT( ( R_s ) )</td>
</tr>
<tr>
<td>16. ( L_i^{\text{PROLOG}}.)Add(tmp_var = ( R_s).\text{SharedExpr})</td>
</tr>
<tr>
<td>17. for each statement stmt in ( L_i ) do</td>
</tr>
<tr>
<td>18. if stmt = stmt_s then</td>
</tr>
<tr>
<td>19. innerloop_i.\text{stmt}.Replace(stmt_s^{\text{expr}}, tmp_var)</td>
</tr>
<tr>
<td>20. end if</td>
</tr>
<tr>
<td>21. end for</td>
</tr>
<tr>
<td>22. end for</td>
</tr>
<tr>
<td>23. end for</td>
</tr>
</tbody>
</table>

**Algorithm 5:** UPC loop-invariant code movement

time of five runs. The maximum execution time variation is less than 3% and occurs only in runs with a high number of UPC threads. Due to the characteristics of the Power 775 interconnect, the runs are isolated, and no other task is running during the measurement. All benchmarks are compiled using the `-qarch=pwr7 -qtune=pwr7 -O3 -qprefetch` compiler flags in order to enable Power7-specific code transformations. The evaluation tries to keep the computation constant per UPC threads (weak scaling). In Sobel, Fish, and WaTor benchmarks, the evaluation doubles the dataset every quadruplication of UPC threads. For this evaluation, five different binaries were generated for each program:

**Baseline:** compiled with a dynamic number of threads and with the code transformations described disabled.

**Aggregation:** compiled with the inspector-executor code-transformation that prefetches and coalesces shared references at runtime.

**Aggregation Optimized:** combines the inspector-executor transformation with the improvements presented in this chapter and with dynamic number of
5.3.2 Microbenchmark Performance

Microbenchmarks are created to demonstrate the effectiveness of the code transformations. Indeed, the results presented in Figure 5.6 — notice the log scale in the graphs — confirm that, when applied to the code that they target, the code transformations are very effective. In stream-like microbenchmarks, the bandwidth increases close to linearly with the number of UPC threads for all versions including the baseline. The speedup due to the code transformations vary between 3.1x and 6.7x with the most significant gain due to prefetching. Adding static coalescing of struct fields to prefetching improves performance by 5-10%. The rightmost bars indicate that the overhead due to the insertion of inline checks is around 1%, which is bellow the measurement error. The inline-check code transformation inserts a branch before two entry points of the runtime: _sched_add_access and _sched_dereference. These branches check if the data accessed are remote or local, and minimize the overhead of accessing local data as described in section 5.1.5.

Stream-like contains only remote shared references because it accesses the next neighbor thread. Thus, the inline branch to avoid calls when the shared data are local is always taken. In contrast, random-access results in a speedup between
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Table 5.1: Benchmarks compared with the serial C non-instrumented version and UPC version in execution time, measured in seconds.

<table>
<thead>
<tr>
<th>App</th>
<th>Dataset</th>
<th>Sequential C</th>
<th>UPC Single-Thread</th>
<th>32 UPC Threads</th>
<th>256 UPC Threads</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Static</td>
<td>Dynamic</td>
<td>Threads</td>
<td>Threads</td>
</tr>
<tr>
<td>Sobel</td>
<td>64K x 64K Image</td>
<td>101.0</td>
<td>93.5</td>
<td>110.1</td>
<td>3.6</td>
</tr>
<tr>
<td>Fish</td>
<td>16K Objects</td>
<td>155.7</td>
<td>642.8</td>
<td>727.7</td>
<td>24.8</td>
</tr>
<tr>
<td>WaTor</td>
<td>4K x 4K Grid</td>
<td>9.8</td>
<td>48.3</td>
<td>791.3</td>
<td>98.2</td>
</tr>
<tr>
<td>Guppie</td>
<td>2^{28} Elements</td>
<td>70.5</td>
<td>305.1</td>
<td>349.6</td>
<td>104.3</td>
</tr>
<tr>
<td>MCop</td>
<td>1024 Arrays</td>
<td>16.6</td>
<td>19.2</td>
<td>29.3</td>
<td>140.8</td>
</tr>
</tbody>
</table>

3.2x and 21.6x from prefetch with an additional 4-8% due to struct-field coalescing. In contrast with stream-like, the inline transformation gives an additional 2-5% performance gain because it is able to improve local shared accesses.

An interesting observation emerging from the results is that random-access achieves better bandwidth than stream-like when the code transformations are enabled. This results from the random traffic pattern in combination with the high-radix interconnect when using direct routes. Previous research on the PERCS interconnect architecture confirms the experimental results [81].

5.3.3 UPC Single-Threaded Slowdown

This section, prior to the scalability measurements, studies the performance of UPC language compared with the serial version. Thus, this section examines the single-thread overhead of an UPC program. The UPC language offers a programming model for distributed systems and programs are designed to run in thousands of cores. The single-thread overhead, shown in Table 5.1 compares the execution time of the UPC version of the program running on a single thread with the execution time of a sequential C version of the code. For the serial version we use the gcc version 4.3 that was available on the machine. The most important reason that increases the single-thread overhead is the need to use fat pointers to access data into distributed arrays. The runtime call for the address translation in a fat pointer is needed because, without knowing the number of threads, the compiler cannot determine whether the memory accesses are to the single local thread. The runtime in the single-threaded dynamic column in Table 5.1 is obtained by running binaries where the number of threads is not known at compile time. The numbers under the static column are the execution times when the compiler has the information that the program will execute on a single thread, and thus can eliminate the runtime calls for address translation. For instance, the single-thread slowdown for WaTor is reduced from 81X to 5X. The runs with 32 and 256 UPC threads are with the inspector-executor transformation and the other code transformations presented in this paper. Some benchmarks, such as Fish and Guppie, run much slower than the C version even with a large number of threads due to the compiler limited ability to detect and simplify accesses that are local.

The large slowdown for the dynamic single-threaded UPC version of WaTor
can be explained by its large number of shared accesses for which the compiler generates calls to the runtime system. On the other hand, the smaller single-thread slowdown for Guppie can be explained by its irregular accesses that make its serial C version slower because of poor cache utilization. Sobel has the best potential compared with the other benchmarks for two reasons. Firstly, it has good shared data locality; it fetches data only from the neighboring threads. Secondly, the compiler removes the calls completely from the inspector and executor loops. The low performance in the single-thread version is because the program executes the unoptimized version of the loop to avoid the overhead of the shared accesses analysis. Furthermore, the performance of the serial Sobel version is slightly slower than the UPC version because we are using two different compilers with different codebase.

These results indicate that one order of magnitude slowdown is typical when converting a program from C to the UPC language. This slowdown underscores the importance of the code transformations that remove unnecessary runtime calls automatically. The focus of this chapter is to combine the removal of these calls with more traditional code transformations, such as the inspector-executor transformation and the loop-invariant code motion that was adapted to PGAS languages. A point to take is that PGAS programmers and compilers should not focus only on reducing the cost of communication, but also in reducing the overhead of runtime calls.

5.3.4 Applications Performance

This section explores the performance of the code transformations when applied to benchmarks. As described in Table 3.3, runtime calls can be removed only in Sobel and Fish because those are the only benchmarks that contain regular accesses. The compiler successfully removes some of the calls in MCop, but not all of them. WaTor and Guppie have complex access patterns and the compiler uses struct-field coalescing and the vector collection of elements in the inspector loop. The compiler also applies the inline code transformation on all these benchmarks.

Sobel achieves a performance gain between 1.5X and 2X using the inspector-executor (aggregation) code transformation as shown in Figure 5.7. The aggregation optimized technique achieves from 9.2X up to 12.3X speedup over the baseline because the CSLMAD representation completely removes the calls. The hand optimized UPC version is faster than the MPI version due to the one-side communication. However, the performance of the hand optimized and the MPI versions are converging with more than 1024 UPC threads. One interesting observation is that the aggregation optimized version is faster than the UPC hand-optimized one due to double buffering. Unfortunately, the current version of UPC language does not support asynchronous memget/memput calls. Thus, the advantage of compiler transformations is the automatic overlapping communication and computation.

The Fish benchmark exhibits high performance gains because the baseline is inefficient as shown in Figure 5.8. The compiler uses the CSLMADs to remove
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Figure 5.7: Performance numbers for the Sobel benchmark for different versions.

Figure 5.8: Performance numbers for the Fish benchmark for different versions.
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Figure 5.9: Performance numbers for the WaTor benchmark for different versions.

the runtime calls from the inspector and executor loops. However, the benchmark achieves from 40% up to 80% of the performance of the hand optimized version of the benchmark. The compiler successfully transforms one out of the two loops that contain fine-grained communication. The second loop implements a data reduction and becomes the bottleneck after the inspector-executor and loop-invariant code motion transformations.

In comparison, the performance for the WaTor benchmark is lower: the aggregation optimized version is 1.12X to 1.72X faster than the baseline (Figure 5.9). The explanation for this result can be found in the transformation of a loop structure that has a constant number of iterations (25): the force calculation computation. The force is calculated using a 25-point stencil, looking at the $5 \times 5$ neighborhood of each grid point. The benchmark uses the fish and shark smell to calculate the force. The pray (fish) get a negative force from the grid point (cell) that contain predator (shark) smell or a random force if no sharks are present. Sharks get a positive force towards to the fish smell or towards to the center of mass of the fish if no fish smell is present.

The compiler improves the performance of the remaining fine-grained shared accesses by using the remote update optimization [54]. The MPI version is faster but requires additional code before and after the calculation of force and movement of objects. The MPI programming model requires the privatization of the accesses. Moreover, the programmer must explicitly express the data transfers between different MPI processes or nodes. In the case of the WaTor benchmark, the programmer inserts MPI communication primitives before and after each phase of the simulation. The downside of this approach is that the programmer must design carefully the data transfers taking in consideration the physical data mapping.

The Guppie benchmark uses remote updates across a large shared array and calculates the performance in MegaUpdates/s. Due to irregular accesses, the aggregation optimized version of the benchmark achieves between 1.6X and 2.53X
speedup over the baseline (Figure 5.10). The compiler manages to remove the calls from the inspector loops thus decreases the overhead of function calls and shared-pointer arithmetic. It is known that manual code modifications to this benchmark can allow a compiler to improve the performance by eliminating remote updates [54]. The benchmark uses a temporary buffer to fetch the data, modify them, and write them back. The typical size of this buffer is 512 elements. In the UPC hand optimized version, the number of elements is set to one. Thus, the compiler collapses the loops and uses hardware acceleration including packet aggregation to perform the updates. Thus, the achieved performance for the manually modified code is one order of magnitude faster than the automatically optimized version. The difference increases with the number of UPC threads.

The MPI version of the Guppie benchmark generates the data on all processors and distributes the global table uniformly to achieve load balancing. The benchmark sends the addresses to the appropriate processors, and the local process performs the updates. The MPI version is faster than UPC versions for a small number of threads. On the other hand, the manual UPC optimized version is 46X times faster than the MPI version running with 2048 Threads. This result provides strong evidence in support of the key role of the remote update code transformation. The automatic compiler optimized version achieves from 22% up to 48% the speed of the MPI version.

The aggregation code transformation gives a speedup from 1.6X up to 2.6X compared with the baseline version in the MCop benchmark as shown in Figure 5.11. Applying the code transformations and manual unroll the loops four times, gives a speedup from 4.9X up to 29.3X over the baseline. Despite the removal of most calls in the loops, there are still irregular references. The manual optimized version still contains irregular remote shared references. Aggregating and prefetching these references improves the performance of the application. The hand optimized combined with the aggregation is two orders in magnitude faster than the MPI version.
5.3.5 Parameter exploration

An important question is how many iterations the runtime should inspect and prefetch. Previous work using inspector-executor code transformations [38, 82] suggest that this number should be relatively small. The main problem with prefetching a large number of iterations is the interference with the cache memory of the processors. Figures 5.12(a) and 5.12(b) present the speedup and the local cache miss ratio \(^1\) for different cache levels using different numbers of prefetched iterations (\textit{Prefetch Factor}). The runs use 128 UPC threads (four nodes) and the IBM HPC Toolkit to obtain the performance counter values. \texttt{Sobel} uses a \(262144 \times 262144\) image (530 MB/UPC Thread) and 0.32\% of the total accesses are remote. \texttt{Guppie} uses 134 MB per UPC thread, each UPC thread makes 16777216 updates. In total 99.21\% of the shared accesses are remote. The figures also show the average number of aggregated messages in the parenthesis of x-axis. The number of aggregated messages in \texttt{Sobel} is the number of iterations to inspect plus two for the border of the image. On the other hand, the number of messages aggregated in \texttt{Guppie} is calculated using the equation: \textit{#Iterations_to_inspect/UPC_THREADS}, because of the random distribution.

For \texttt{Sobel}, the results indicate a correlation between the speedup and the cache misses at different levels of the memory hierarchy. The speedup correlates with the level two (L2) and level three (L3) cache misses. The most important observation is that the speedup remains constant when inspecting more than 672 iterations. Thus, the limit of this application is not the network communication as we explained in section 5.3.6.

\(^1\)Local miss ratio is calculated by dividing the misses in this cache and the total number of memory accesses to this level of cache.
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Figure 5.12: Speedup and cache misses for Sobel (a) and Guppie (b) using different number of iterations to inspect and aggregation levels.
In contrast, Guppie incurs high miss ratio due to the random access pattern that it employs. In this case, despite the larger number of aggregated messages, the speedup decreases for two reasons: (1) because there is an increase in the L3 miss ratio due to the allocated buffers; and (2) because the cost of translating the shared addresses to local pointers increases with the number of prefetched elements. The runtime translates the shared index of the shared pointer into the index of the local buffer using a binary search algorithm.

5.3.6 Overhead Analysis

This section examines the remaining overheads of UPC applications and responds to the previously asked question of ‘where does the time go’ during the execution of the application. Two representative benchmarks are selected for this evaluation. Namely, the Sobel, which contains regular access and Guppie, which contains random accesses. Figure 5.13 presents a breakdown of the normalized execution time before and after the code transformations. The runs use the Linux Perf Tool [83] to collect performance counters.

Using the inspector-executor approach in Sobel, the time devoted to the computation decreases significantly. One interesting characteristic of Sobel is that it spends more than 55% of the time in the shared pointer arithmetic in the aggregation version, due to additional calls in the inspector loops. The shared pointer arithmetic translates the shared index to the virtual address inside the thread. Removing the calls from the inspector and executor loops decreases the overhead to less than 8% of the application time.

On the other hand, the impact of the code transformations in Guppie is less than Sobel, but is still important. The optimized inspector-executor transformation in Guppie removes the calls from the inspector loops, but retains the calls in the executor loops. The improved inspector-executor transformation reduces the communication overhead down to 57%. However, the overhead is transferred to the shared references analysis, due to the irregular communication pattern. Therefore, the improved transformation successfully hides the overhead from the programmer’s code, but the runtime still processes the elements one by one. The inline code transformation has a minor impact on the achieved performance, and it is only visible for a lower number of threads.

5.3.7 Compilation Time and Code Length

This section examines the transformation cost in compile time, code-size increase, and productivity in lines of code. Although, measuring lines of code is not always the best metric of productivity cost [84], it provides a good indication about the developing cost. The code-size increase provides an insight about the glue code that the compiler generates. The compilation time is another important metric that is of concern to the programmer. Table 5.2 presents the increase of the code, the compilation time, and the number of lines of code for the five benchmarks.
The increase in compilation time varies and depends on the code transformations applied and on the number of potentially remote accesses in the benchmark. The main reason for such a large increase is the rebuild of data and control flow graph of the transformed loops. The number of shared accesses affects the compilation time. The programmer can tolerate larger compilation times because the cost is amortized with better runtime performance. On the other hand, three or four times increase in the compilation time compared with the MPI version reveals the immature state of the UPC compiler.

The second drawback of the inspector-executor transformation is the code increase. The transformation requires the creation of additional loops and the strip mining of the main loop. Moreover, it inserts runtime calls to inspect and manage shared accesses. The Sobel benchmark with the modified inspector-executor code transformation (\textit{prefetch}) approach has the biggest code increase, due to its large number of shared accesses. Although the evaluation uses the Power7 processor, other architectures (\textit{e.g.} embedded systems and GPUs) can also potentially benefit from these code transformations. However, in such architectures the benefits may be limited by memory constraints.

In terms of program length, the baseline versions are the smallest. The overall trend is that the MPI version has the smallest compilation time and the smallest binary output. On the other hand, the MPI programs are longer than the UPC versions. Moreover, the hand-optimized UPC and MPI versions have similar length. Overall, the UPC language provides acceptable performance using the code
transformation transformations described in this paper, with reasonable programming effort. On the other hand, achieving the hand-transformed performance for an UPC program containing fine-grained communication requires effort similar to MPI.

## 5.4 Chapter Summary and Discussion

This chapter described code transformations that aggressively remove the automatically generated runtime calls in order to improve the performance of fine-grained communication. The current prototype implementation can be improved in several ways.

This benchmark-based performance study allow us to predict that through the new code transformations presented applications with regular accesses can achieve between 60% and 180% of the hand-optimized UPC version. This improvement is due to better overlap of computation and communication and advances previous attempts to decrease the overheads of dealing with remote accesses. The evaluation results support the argument that code transformations should focus on removing the calls completely rather than focusing simply on improving communication or on applying limited privatization, coalescing, and shared-data caching.

On the other hand, there is still room for improvement for benchmarks that contain irregular communication. In this case, the programmer can benefit by expressing the accesses in the form of read-modify-write of data. The compiler can then exploit the benefits of the remote update code transformation. Thus,
the effectiveness of the code transformation is high in hardware architectures that support hardware acceleration of remote updates such as the Power 775 [63].

Applications with irregular accesses, which cannot be transformed into the form of a read-modify-write, achieve better performance, but there is still room to close the gap with the hand-transformed and MPI versions. In this case, the programmer should manually privatize the globally shared array in order to achieve good performance.
Chapter 6

Loop Scheduling

The last part of the thesis presents optimizations for improving the network communication and avoid the creation of hotspots when using the UPC language. A typical communication pattern in UPC programs is the concurrent access of shared data allocated to each UPC thread by all the other threads. In addition, for loops that contain all-to-all or reduction communication can overwhelm the nodes and create network congestion. Listing 6.1 presents an example of a naive reduction code executed by all the UPC threads. In this example, all the UPC threads execute this part of the code, creating network hotspots. The array is allocated in blocked form, thus the first N/THREADS elements belong to the first UPC thread. The groups of optimizations presented in this chapter focus on code transformations that decrease this effect.

The creation of hotspots is even more probable to happen in high-radix networks such as the PERCS interconnect [66]. High-radix network topologies are becoming common approach [63, 85, 86, 87] to addressing the latency wall of the modern supercomputers, such as the Power 775. The high-radix networks provide low latency though low hop count.

```plaintext
#define N 16384
shared [N/THREADS] int A[N];

long long int calc(){
  int sum = 0, i;
  for (i=0; i<N; i++) // Executed from all UPC threads
    sum += A[i];
  return sum;
}
```

Listing 6.1: Example of reduction in UPC.

Section 6.1 examines possible solutions to address the problem of hotspot creation. Specifically, we exemplify four approaches to address these problems. Namely, (i) skewing loops in order to start from a different point of loop iteration space; (ii) using skew loops in order to start from a different point of loop itera-
tion and inside the block; (iii) accesses the elements with the constant stride; (iv) randomly access the elements. Next, Section 6.1.2 proposes a number of compiler transformations to resolve automatically the problems without the programmer’s interference. Section 6.2 presents the experimental evaluation using (i) a limit study with microbenchmarks to measure the effectiveness of different approaches and (ii) automatic compiler transformation compared with the manually transformed loops.

6.1 Loop scheduling

A difficult communication pattern of UPC programs is the concurrent access of shared data allocated to one UPC thread. In addition, the all-to-all communication is another pattern that stresses the interconnection network. In this case, each thread communicates with all other UPC thread to exchange data. This communication pattern is one of the most important metrics for the evaluation of the bandwidth of the system. Moreover, this pattern shows up in a large number of scientific applications including FFT, Sort, and Graph 500. Thus, improving the network’s efficiency by scheduling the loop iterations, the communication overhead can be significantly decreased. This section examines four different approaches to schedule loop iterations for either coarse-grained or fine-grained communication. The transformations assumes that the programmer allocates the shared arrays in blocked fashion. Furthermore, we assume that the number the loop upper bound has the same value as the number of elements of the loop. This assumption is not always true but it simplifies the presentation of the algorithms. Finally, this section presents a solution to automatic loop transformation.

6.1.1 Approaches

The core idea is to schedule the accesses in such a way that each thread does not access the same shared data. The programmer manually transforms the loop to increase the performance. The loop scheduling transformations are grouped in four categories as follows:

- **Skew loops** to start the iteration form a different point of the loop iteration space. In UPC language, this is made possible by using the `MYTHREAD` keyword in the equation that calculates the induction variable. To calculate the new induction variable of the loop we use the following equation:

  $$NEW_{IV} = (IV + MYTHREAD \times Block) \% UB;$$

  Where $Block = \frac{\text{ELEMENTS OF ARRAY}}{\text{THREADS}}$ and $UB$ is the upper bound of the loop.

- **Skew loops plus**: The ‘plus’ is used to uniformly distribute the communication among nodes. Each UPC thread starts from a different block of the shared
array and also from a different position inside the block. The new induction variable is calculated as follows:

\[ NEW\_IV = (IV + MYTHREAD \times Block + MYTHREAD \times \frac{Block}{THREADS}) \mod UB; \]

Figure 6.1 right shows differences between the two skewed versions. The 'plus' version access elements from other UPC threads in diagonal form. This approach is expected to achieve better performance than the baseline because it uniformly spreads the communication more than the 'simple' version.

- **Strided accesses**: Each thread starts from a different block. The loop increases the induction variable by a constant number: the number of UPC threads per node plus one. This approach requires the upper bound of the loop to not be divisible by the constant number (stride) \[88, 89, 90\]. The new induction variable is calculated by the following equation:

\[ NEW\_IV = (IV \times STRIDE + MYTHREAD) \mod UB; \]

To ensure the non-divisibility of the loop upper bound we can use a simple algorithm:

\[
STRIDE = THREADS + 1;
\]

\[
\text{while } (UB\%STRIDE == 0) \text{ STRIDE } + +;
\]

For example in the Power 775 architecture, when running with 32 UPC threads per node and assuming that the upper bound of the loop is 2048, the new induction variable is calculated by:

\[ NEW\_IV = (IV \times 33 + MYTHREAD) \mod UB; \]

- **Random shuffled**: the loop uses a look-up array that contains the number of threads randomly shuffled. This approach works only when the upper bound of the loops is equivalent to the number of threads. This loop creates an all-to-all communication pattern through the network. This optimization is applicable to loops with both fine-grained and coarse-grained communication. There are two downsides when applying this approach to loop with fine-grained communication. First of all, it requires \( SIZE\_OF\_ARRAY \times NUM\_THREADS \times \text{sizeof}(\text{uint64}) \) memory that cannot be allocated of large arrays. The second drawback is that the runtime (or the compiler) has to shuffle the array, wasting valuable time of the program execution.
6.1.2 Compiler-assisted loop transformation

The idea of compiler-assisted loop transformation is to conceal the complexity and make the network more straightforward for the programmer. First, the compiler collects normalized loops that contain shared references and have no loop carried dependencies. Next, the compiler checks when the upper bound of the loop is greater or equal to the number of UPC threads, and if it is not the \texttt{upc forall} loop.

The compiler categorizes the loops in two categories based on the loop upper bound and shared access type. The compiler applies the transformation depending on the loop category. Figure 6.2 presents the compiler algorithm. The compiler makes the decision based on the usage of \texttt{upc memget} and \texttt{upc memput} calls, and the value of loop upper bound. This type of code is more likely to contain all-to-all communication, thus making it ideal target for the random shuffled solution. The compiler categorizes the loops in:

- Loops that have coarse-grained transfers and whose upper bound is the number of UPC threads. In this case, the runtime returns to the program a look-up table with the number of UPC threads equal to the array size. The contents of the look-up table are the randomly shuffled values for the induction variable. We use this technique only to loops with the upper bound equal with the number of the threads. Thus, the range of shuffled values range from 0 up to \texttt{THREADS-1}. To improve the performance of this approach, the runtime creates the shuffled array at the initialization phase. Next, the compiler replaces the induction variable inside the body of the loop with the return value of the look up table. Listing 6.2 presents the final form of the transformed loop. The all-to-all communication pattern belongs to this category.

- Loops that contain fine-grained communication or contain coarse-grained are transfered but in these cases the upper bound of the loop is different from...
the number of UPC threads. In this case, the compiler skews the iterations in such a way that each UPC thread starts executing from a different point in the shared array. The compiler uses the simple form to ‘skew’ the iterations to avoid the creation of additional runtime calls. Finally, the compiler replaces the occurrences of the induction variable inside the loop body. Listing 6.3 illustrates the final form of a loop containing fine-grained communication.

```c
1 shared [N/THREADS] double X[N];
2 shared [N/THREADS] double Y[N];
3
4 void memget_threads_rand(){
5     uint64_t i=0, block = N/THREADS;
6     double *lptr = (double *) &X[block*MYTHREAD];
7     uint64_t *tshuffle = __random_thread_array();
8     for ( i=0; i<THREADS; i++ ){
9         uint64_t idx = tshuffle[i];
10         upc_memget( lptr, &Y[idx*block], block*sizeof(double));
11     }
12 }
```

Listing 6.2: Compiler transformed loop with coarse-grained access.

```c
1 shared [N/THREADS] double X[N];
2
3 void memget_threads_rand(){
4     uint64_t i=0, block = N/THREADS;
5 }
6     for ( i=0; i<N; i++ ){
7         uint64_t idx = ( i + MYTHREAD*block ) % N;
8         ... = X[idx];
9     }
10 }
```

Listing 6.3: Compiler transformed loop with fine-grained access. We assume the upper bound to be equal with the size of the array

When the compiler selects the simple form to skew the loop iterations the upper bound of loop is not equal to the number of threads.

### 6.2 Experimental results

This experimental evaluation assesses the effectiveness of the loop transformation. This assessment includes (1) the performance on microbenchmarks using manual code modifications on a large number of UPC threads. This helps to understand the maximum speedup that can be achieved and the potential performance bottlenecks. Second this section presents (2) the performance of compiler transformed microbenchmarks and real applications.
6.2.1 Methodology

The evaluation uses two different Power 775 machines. The first one has 1024 nodes and is used to evaluate the manual code modifications. The second system contains 64 nodes. It allows runs with up to 2048 UPC threads and it is used to evaluate the automatic compiler transformations.

We use one process per UPC thread and schedule one UPC thread per Power7 core. The UPC threads are grouped in blocks of 32 per node, and each UPC thread is bound to its own core. The experimental evaluation runs each benchmark five times. The results presented in this evaluation are the average of the execution time for the five runs. All benchmarks are compiled using the ‘-qarch=pwr7 -qtune=pwr7 -O3 -qprefetch=aggressive’ compiler flags and with dynamic number of UPC threads. The baseline versions include all the optimizations presented in Chapter 4 and Chapter 5, although they don’t optimize benchmarks that contain coarse-grained data transfers. The evaluation varies the size of the data set with the number of UPC threads (weak scaling).

Benchmarks and Datasets

The evaluation uses three microbenchmarks and four applications. The microbenchmark is a loop that accesses a shared array of structures. There are three variations of this microbenchmark. In all versions, each UPC thread executes the same code in the loop. In the upc_memput microbenchmark, the loop contains coarse-grained upc_memput calls. Listing 6.4 presents the code used in upc_memput benchmarks. The fine-grained get contains shared reads and the fine-grained put contains shared writes. The evaluation also uses a number of benchmarks: (i)
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Figure 6.3: Effect of loop scheduling policies on performance for upc_memput.

the Sobel 9-point stencil benchmark [50]; (ii) Gravitational N-Body Fish [49]; (iii) Bucket-sort [76]; and (iv) NAS FT [77]. Section 3.2.2 provides detailed information about the applications.

6.2.2 Limit study

```
#define N (1llu<<32)
shared [N/THREADS] double X[N];
shared [N/THREADS] double Y[N];

void memget_threads(){
    uint64_t i=0; uint64_t block = N/THREADS;
    double *lptr = (double *) &X[block*MYTHREAD];
    for (i=0;i<THREADS;i++){
        uint64_t idx = ( i );
        upc_memput( &Y[idx*block], lptr, block*sizeof(double));
    }
}
```

Listing 6.4: Example of upc_memget loop in UPC.

Figures 6.3 presents the results for the coarse-grained microbenchmark. The drop of the performance when going from 512 to 1024 UPC threads is due to the HUB link limits. The microbenchmarks use two supernodes when running with 1024 UPC threads. Thus, a portion of communication between the UPC threads uses the (remote) D-Links. Furthermore, the strided version has lower performance than the random shuffled version. The traffic randomization balances the use of global links reducing contention. In contrast, the strided version creates less randomized traffic and created predicted traffic by using different node on each
loop iteration. Overall, performance for a coarse-grained communication pattern is better when using random allocation. Note, that the is no skewed plus version because the upc_memget and upc_memput calls always start from the beginning of the block.

Figure 6.4 illustrates the performance of the fine-grained microbenchmarks. The skewed and skewed plus versions have similar performance, in fine-grained category. Thus, using a different starting point inside the block has no real impact in the performance. The strided version has worse performance than the skewed version in fine-grained get version. On the other hand, the strided has better performance using the fine-grained put version. This occurs because the runtime issues in-order remote stores that target the same remote node.

Moreover, the performance of the fine-grained put is an order of magnitude faster than the fine-grained get. This behaviour is noticeable especially in the strided version. The main reason behind this is that the runtime allows overlapping of store/put operations when the destination node is different. On the other hand, in the read/get operations, the runtime blocks and waits the transfers to finish.

Overall, loops that contain coarse-grained memget/memput transfers, the compiler should use random shuffle. On the other hand, the compiler should use skewing transformation for loops with fine-grained communication.

6.2.3 Compiler-assisted loop transformation

This section compares the automatic compiler transformation with the manual transformation. The main difference is that the manual approach avoids additional overhead by inserting runtime calls. Figure 6.5 compares the compiler-transformed and hand-optimized code. While the performance of the manual and compiler-transformed fine-grained microbenchmarks is similar, the compiler transformation achieves slightly lower performance than the hand-optimized benchmark precisely because of the insertion of runtime calls.
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Figure 6.5: Comparison of compiler-transformed and hand-optimized code: upc_memput (a), fine-grained get (b), and fine-grained put (c).

There are three different categories of performance patterns in the applications. Figure 6.6 presents the application results. The first category includes applications that have performance gain compared with the version without the scheduling (baseline), such as the NAS FT benchmark. This benchmark achieves from 3% up to 15% performance gain, due to its all-to-all communication pattern. The second category contains applications that have minimal performance gains, such as the Gravitational Fish benchmark. The third category contains benchmarks that exhibit performance decrease, such as the Sobel benchmark. The performance of the Sobel benchmark decreases up to 20% compared with the baseline version, because of poor cache locality. Table 6.1 presents the cache misses for different cache levels in the case of the Sobel benchmark, using the hardware counters.

<table>
<thead>
<tr>
<th>Cache level</th>
<th>Cache Miss Ratio Baseline (%)</th>
<th>Cache Miss Ratio Scheduling (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1</td>
<td>0.14%</td>
<td>0.19%</td>
</tr>
<tr>
<td>Level 2</td>
<td>0.19%</td>
<td>24.49%</td>
</tr>
<tr>
<td>Level 3</td>
<td>0.32%</td>
<td>28.84%</td>
</tr>
</tbody>
</table>

Table 6.1: Local cache miss ratio using 256 Cores for Sobel benchmark using 256 UPC threads. Results are the average from each of 256 cores. Local miss ratio is calculated by dividing misses in this cache the total number of memory accesses to this level of cache.

There are minor differences between the baseline and the transformed version of bucket-sort when using the benchmarks with enabled the local sort. Figure 6.7 presents the results for bucket-sort with enabled and disabled local sort. However, the transformed version has better results — up to 25% performance gain — than the baseline version when only the communication part is used. In Figure 6.7(b) the performance for 32 UPC threads is 40% lower than the baseline because of the overhead of the additional runtime calls. The effectiveness of the
Figure 6.6: Comparison of baseline and compiler-transformed code for fish (a), Sobel (b), and NAS FT (c).

Figure 6.7: Comparison of baseline and compiler-transformed code for bucket-sort (a) and bucket-sort with only the communication pattern (b).

loop transformation is limited when running less than 32 UPC threads.

6.3 Chapter Summary and Discussion

This chapter examined the problem of concurrent access of shared data from different UPC threads and proposes different approaches solving the deficiency. Manual and compiler transformations are presented and evaluated for their effectiveness. The evaluation indicates that the loop scheduling compiler transformation is an effective technique to increase the network performance in UPC languages. The results show a performance gain ranging from 5% up to 25% compared to the baseline versions of the applications. Moreover, microbenchmark results show even higher performance gains of up to 3X. On the other hand, the loop transformation has a negative effect on the cache locality in some benchmarks, such as Sobel.
Nevertheless, the compiler transformation is useful for a number of codes in order to improve performance in languages like UPC, which can create bottlenecks by the programmer.
Chapter 7

Related Work

There has been extensive research in the area of parallel programming languages and the optimization of fine-grained access. This chapter provides an overview of the optimizations for improving the performance of the PGAS languages, made available in the literature to date. Specifically, Section 7.1 presents the related work for prefetching and Section 7.2 reports on the related work for inspector-executor. Section 7.3 and Section 7.4 look at the compile time transformations and the runtime optimizations, respectively. Section 7.5 presents the related work for loop scheduling. Proposed language extensions to improve locality are presented in Section 7.6. Section 7.7 describes application specific optimizations. Finally, Section 7.8 presents representations that can describe array accesses.

7.1 Prefetching

Compiler transformation for reducing memory latency using the software prefetching with the inspector-executor approach, have been long investigated [91, 92]. A popular alternative shared memory programming model is the Software Distributed Memory Systems (DSMs), such as Nanos DSM [4], ThreadMarks [5] and ParaADE [6]. Similarly to the PGAS programming model, the programmer sees a global address space and the runtime is responsible for the communication. For example, TreadMarks uses a runtime system to detect accesses to shared data and manages interprocess communication. These implementations include a form of software prefetching. However, most of the optimized DSM systems are based on the page fault mechanism with page prefetching and often have poor performance on fine-grained communication [7].

7.2 Inspector-executor approaches

The inspector-executor strategy is a well know optimization technique for global name space programs for distributed execution. Inspector loops were first introduced to extract parallelism from loops with irregular data accesses [37] and later
for the global name space programming model on distributed architectures [23, 82].
The inspector loop analyzes the communication pattern and the executor loop
performs the actual communication based on the results of the analysis carried out
by the inspector loop.

The Vienna Fortran Compilation System framework [24] implements tech-
niques similar to ours. The compiler creates sets of inspector and executor loops
for the High Performance Fortran \texttt{FORALL} loop construct. The inspector loop ana-
lyzes the communication pattern of the application and the executor loop performs
the actual communication based on the results of the analysis performed in the
inspector loop. In contrast, we apply the strip-mining transformation on the orig-
inal loop to achieve overlapping of communication with unrelated computation in
the loop, and our analysis is not limited to \texttt{forall} loops. Finally, their algorithm
requires the globalization and privatization of arrays referenced in the forall loop.
The algorithm requires that the local part of the array is copied to shared memory
and modified parts of this copy be copied back to the process private memory. In
contrast, our approach does not require neither of these steps.

Titanium language [14] use the inspector-executor execution model is the run-
time and compiler support for irregular computation. This work targets the built-
in foreach loops in Titanium language [26]. This is a major limitation which our
approach overcomes. In addition they do not apply any further loop transforma-
tion, such as to strip mine the loop. However, this approach causes the inspector
loop to capture every shared access present in the parallel loop and it will create
much higher runtime overhead. Also, the profitability of their loop transformation
in this paper is estimated at compile time. This is an unrefined approach that will
result in a program optimized for a specific architecture.

Other researchers use the inspector-executor approach for High Performance
Fortran (HPF) [25], but stumble upon the limitation of no overlapping commu-
nication with computation and they don’t limit the number of inspect elements.
Authors in [82] present general techniques for caching, data coalescing, and mes-
sage vectorization. The authors explore the potential benefit of these techniques
with irregular applications.

7.3 Compile-time Optimizations

Compile time optimizations focus on changing the provided source code to im-
prove the performance with limited or not at all help from the programmer. The
optimizations focus on simplification of the generated code, privatization of shared
pointer in \texttt{upc forall} loops, coalescing of shared objects, and automatic overlap
of communication and computation. The most relevant drawback of this approach
lies in that many compiler optimizations are based on the available information
at compile time. For example, the programmer that wants to develop portable
code, avoids specifying information at compile time, such as the number of nodes,
threads, and blocking factor. In this case a number of optimizations, such as the
replacement of shared pointer with simple pointer (privatization) will fail because
the data distribution is not known at compile time.

7.3.1 Code simplification

The most common optimization is the upc forall loop simplification [32, 93].
The compiler optimizes the parallel loop by eliminating the branch inside the
loop, created by the affinity expression. For example, the parallel loop:

```
upc_forall ( i =0; i<N; i ++; i ){
   a[i] = b[i] + scalar * c[i]
}
```

will be transformed to:

```
for ( i =0; i < N; i ++){
   if (( i % THREADS) == MYTHREAD )
      a[i] = b[i] + scalar * c[i] ;
}
```

However after the optimization final loop will not contain the affinity branch:

```
for ( i =MYTHREAD; i<N; i +=THREADS){
   a[i] = b[i] + scalar * c[i];
}
```

Another optimization that the compiler can apply is the elimination of pointer
arithmetic on shared accesses [22]. Shared pointer arithmetic is expensive because
a runtime call is automatically created upon each access. When the compiler
replaces this runtime call with a simple pointer dereference the compiler can use
common subexpression elimination to avoid the creation of runtime calls. Table 7.1
illustrates an example of the optimization. Before the optimization the compiler
will replace each *(p+j) expression with runtime calls. After the optimization the
compiler will insert only one call before the usage of *(t) and it will replace the
other dereferences.

7.3.2 Shared-Pointer Privatization

The compiler uses information provided by the affinity expression of an upc forall
loop to privatize the shared accesses that are to the local partition of the memory [32, 33]. For instance, an affinity expression that is pointer-to-shared usually
indicates that the references are local memory. Thus, the compiler can transform
the fat shared pointer into a thin private pointer and save a runtime call. Un-
fortunately, this approach only works when the upc forall construct is used or
requires that the physical data placement be known at compile time.
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Table 7.1: Example using the pointer arithmetic optimization.

<table>
<thead>
<tr>
<th>Before optimization</th>
<th>After optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>shared int *p = foo();</td>
<td>shared int *p = foo();</td>
</tr>
<tr>
<td>int i = ...</td>
<td>int i = ...</td>
</tr>
<tr>
<td>int j = f( i, ... );</td>
<td>int j = f( i, ... );</td>
</tr>
<tr>
<td>shared int *t = p + j</td>
<td>shared int *t = p + j</td>
</tr>
<tr>
<td>... = *(p+j);</td>
<td>... = *(t);</td>
</tr>
<tr>
<td>... = *(p+j);</td>
<td>... = *(t);</td>
</tr>
</tbody>
</table>

Table 7.2: Example using the coalescing optimization.

<table>
<thead>
<tr>
<th>Before optimization</th>
<th>After optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>struct S {int x; int y;};</td>
<td>struct S {int x; int y;};</td>
</tr>
<tr>
<td>shared struct S *p;</td>
<td>shared struct S *p;</td>
</tr>
<tr>
<td>... = __ptr_deref(&amp;p-&gt;x, 4);</td>
<td>__ptr_deref_co(&amp;t, p, 8)</td>
</tr>
<tr>
<td>... = __ptr_deref(&amp;p-&gt;y, 4);</td>
<td>... = t[0];</td>
</tr>
<tr>
<td>... = __ptr_deref(&amp;p-&gt;y, 4);</td>
<td>... = t[1];</td>
</tr>
</tbody>
</table>

7.3.3 Shared Object Coalescing

Optimizations for data coalescing using static analysis exists in Unified Parallel C [29, 22] and High Performance Fortran [30, 31]. Table 7.2 presents an example of the optimization. A compiler uses data and control flow analysis to identify shared accesses to specific threads and creates one runtime call for accessing the data from the same thread. However, the existing locality analysis algorithm is not applicable to other constructs, such as a for loops or do/while loops. Furthermore, it requires information for the physical data placement at compile time, even for upc forall loops, to optimize the shared accesses. Finally, in practice many existing UPC programs do not make extensive use of upc forall loop constructs, discounting a substantial optimization opportunity. In contrast, we provide a generic approach to coalesce data accesses at runtime that overcomes the necessity for prior knowledge of physical data mapping and without the necessity to use the upc forall loop structure. Other Fortran-like programming models also support static coalescing and are described as message vectorization [94, 82, 95]. The X10 [27] and Chapel [28] languages also support aggregation at compile time and runtime to improve the performance.
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<table>
<thead>
<tr>
<th>Before optimization</th>
<th>After optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>void foo (shared int *p){</code></td>
<td><code>void foo (shared int *p){</code></td>
</tr>
<tr>
<td><code>m = ...</code></td>
<td><code>h1 = __ptr_deref(&amp;t, ...);</code></td>
</tr>
<tr>
<td><code>__ptr_assign(&amp;m, ...);</code></td>
<td><code>m = ...</code></td>
</tr>
<tr>
<td><code>__ptr_deref(&amp;t, ...);</code></td>
<td><code>h2 = __ptr_assign(&amp;m, ...);</code></td>
</tr>
<tr>
<td><code>... = t;</code></td>
<td><code>__wait(h1);</code></td>
</tr>
<tr>
<td><code>}</code></td>
<td><code>... = t;</code></td>
</tr>
<tr>
<td></td>
<td><code>wait(h2);</code></td>
</tr>
</tbody>
</table>

Table 7.3: Example using the splitting optimization.

7.3.4 Overlapping of communication and computation

Another approach to minimize the communication latency in the PGAS programming model is the split of the issuing shared accesses and the synchronization points. In literature, this approach is referred to either as “split-phase communication” [22] or “scheduling” [32, 96, 31]. The compiler inserts runtime calls to fetch the data as early possible inside the code and inserts a synchronization call just before the use of the data. Other approaches delay the completion of a put operation until either a synchronization point is reached or a procedure exists over the data [97]. Table 7.3 presents an example of the optimization. However, these approaches have limited opportunities for optimizing loop structures, due to the complexity involved in data flow analysis. In contrast, we focus on optimizing fine-grained shared accesses inside loops.

Researchers have also proposed techniques for overlapping computation with communication techniques using a more sophisticated runtime. One approach to exploiting computation and communication overlapping, is to decompose the coarse-grained transfer segments, into strips and to store a handle for each strip [98]. Next, the runtime checks on each access, if the data have been arrived for the current accessing strip. This optimization uses a combination of strip-mining and message scheduling. They aim is to optimize coarse-grained data transfers by using a pipeline approach. The runtime uses the `mprotect` call for each page associated with the strip. The program will continue the execution until the point the program accesses the shared data. At this point, the program receives a `SIGSEGV` signal and executes the associated signal handler. The handler identifies that the faulting address belongs to a transfer buffer, restores access rights and blocks the execution until the transfer is completed. The same algorithm is repeated when a new strip is accessed. The shortcoming of this implementation is the increased overhead due to signal handler and the incompatibility with high speed network controllers.
Optimizing the \texttt{upc\_memget} runtime calls introduces a more complicated mechanism and dynamic access analysis. The runtime analyzes the accesses between two synchronization statements. If the program enters again in the same code region the runtime tries to prefetch data. When the execution of the region between two synchronization points finishes, the runtime creates a list of possible prefetches and issues them after the exit of synchronization point to overlap communication with computation. The optimization in cooperation with the data aggregation improves significant the performance [97]. In this case, The runtime tries to aggregate the shared access to more coarse-grained messages, to increase the efficiency of the network. One aspect of this approach is the trade-off between aggregated and pipelining messages. However, this approach has the drawback of increased overhead of the runtime, due to access analysis and aggregation analysis.

Authors in [99] present an optimization framework that replaces common fine-grained communication patterns with coarse-grained runtime calls. There runtime calls can be either point to point or collective. The XL UPC compiler [52] is able to detect common initialization idioms and substitute the fine-grained communication in such loops with coarser-grained communication. Examples of these patterns include loops that simply copy all elements of a shared array into a local array, or vice versa, or loops used to set all elements of a shared array with an initial value. The compiler classifies the operations based on the access pattern and replaces the individual shared array accesses with calls to one of the UPC string handling functions: \texttt{upc\_memget}, \texttt{upc\_memset}, \texttt{upc\_memcpy}, or \texttt{upc\_memput}.

7.4 Runtime optimizations

Runtime optimizations provide a way of reducing the impact of the network latency without altering the source code of the program. This approach has the advantage in case where the source code is not available for re-compilation.

7.4.1 Software caching

The MuPC [100, 34] and HP UPC [101, 102] runtime systems implement software caching. The HP UPC runtime caches the operations on remote nodes and prefetches nearby remote addresses. A four-way set associative cache method is used. The cache block size is controlled by an environment variable. Finally, the caching is disabled in SMP environments. The MuPC cache is a non-coherent, direct mapped, write back cache. Each UPC thread maintains a non-coherent cache for remote scalar references made by a thread. The total cache size scales with the number of threads and each cache block holds cache lines only from the corresponding remote thread. The cache line size is configurable with an environment variable. Caching greatly reduces the memory latency in the relaxed mode by reducing the number of messages.

In other approaches, that use a distributed shared variable directory (SVD), an address cache is implemented. The caching of remote addresses reduces the shared
access overhead and allows better overlap of communication and computation, by avoiding the SVD remote access [35, 54]. Also, a software-cache mechanism creates additional network traffic due to cache coherence.

Finally, the idea of shadowing or overlapping data [103] assumes that references are in a contiguous space around the local data of a distributed array, which normally belongs to a remote node.

7.4.2 Hybrid environments

Various optimizations have been applied to exploit hybrid environments. Most of the work is focused on optimizations for multicore nodes [104], optimizing collective communication on hybrid environments [105], over-subscription [106], and load balancing [107] when using over-subscription.

Over-subscription [106] can improve the throughput of the benchmarks by up to 27%. However, over-subscription is used when running multiple different competitive benchmarks on the same node. Another problematic aspect of this approach is that the default Linux process scheduler decreases the performance when the over-subscription is used. Furthermore, the proper scheduling of the tasks to achieve load balancing is an active research topic [107].

Researchers proposed a number of optimizations in hybrid environments for the collective calls [105, 55]. These optimizations exploit the heterogeneous environment to minimize the overhead of data transfers. For example in the broadcast, the task first exchange data inside the node through inter-process communication or shared memory. Then, only one task will communicate with one of the tasks on each node to propagate the data. Finally, the task responsible for receiving the data, broadcast them inside the node.

Selection between different ways of transmitting data in the collectives of UPC has been also investigated [104]. For example, the runtime can use flat algorithms (the UPC thread communicates with all other UPC threads) for small messages, or tree algorithms for large messages. However, these approaches depend on the characteristics of the networks and the machines.

7.5 Loop Scheduling

Overall, memory optimizations is a widely researched topic [108, 109]. Traditional loop transformations focus on increasing the cache performance and bandwidth [110, 111]. Researchers also use loop scheduling techniques to improve the performance of Non-Uniform Memory Access (NUMA) machines [112, 113] and heterogeneous machines [114, 115].

Recent efforts on loop transformations focus on reducing the memory bank conflicts [88, 89], especially in GPUs [116] and embedded systems [117]. Similarly, our approach uses loop transformation by distributing the shared access across the UPC threads aiming at increasing the network efficiency. Unlike the majority of
the previous works, our approach employs a random distribution to improve the performance.

The Dragonfly interconnect \cite{70} uses randomized routing as an effective approach to reduce hotspots. What is more, this approach requires additional hardware support. Instead we advocate moving the complexity to software. Our compiler transformation can offer comparable performance by randomizing the source and destination pairs involved in communication.

Other approaches to produce uniform random traffic pattern, includes randomized task placement \cite{118} and adaptive routing \cite{90}. The authors in \cite{90} randomize the routing at runtime to achieve better performance based on different patterns. Randomized task placement \cite{118} can increase the amount of randomized traffic and avoid traffic. However other researchers proved \cite{119} that despite the improved results, the performance of randomized uniform traffic is still far from ideal.

### 7.6 Language Extensions

Multi-blocking allocation of shared data in UPC \cite{120} and HPF+ Fortran \cite{121} is a common technique used to minimize the number of messages exchanged. However, these approaches are not part of the language standard and they still incur overhead from a library call that is automatically creation. Some other proposals made in literature are the following: First, the HPF+ Fortran \cite{121} achieves better performance and addresses the limitations of the High Performance Fortran. The proposed extensions include indirect and multiblock allocation. The arrays are distributed dynamically depending on the phase of the algorithm — in contrast with the standard blocking allocation. Furthermore, the Researchers also propose dynamic data distribution for adaptive memory allocations. The arrays are distributed dynamically depending on the phase of the algorithm, in contrast with the standard blocking allocation. The language also contains some extensions for specifying that the data are local. Finally, the language supports shadow (for regular) or “Halo” regions to specify the remote accesses. Second, researchers have proposed some language extensions to make the Fortran 90 programs run in parallel \cite{122}. The main contribution is that the arrays are distributed among different threads. The framework contains one pre-processor that transforms Fortran 90 to Fortran 77 and one runtime for communication.

### 7.7 Application specific optimizations

Researchers have also proposed application specific optimizations that focus on specific platforms. Unfortunately, these approaches are hard to generalize and are application domain specific. Nevertheless, researchers should always explore these efforts when optimizing similar applications.

An example of this category is the optimization of stencil computation in High Performance Fortran \cite{123} using communication unioning \cite{124}. There are also
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Compilers that optimize stencil computation for specific machine architectures such as the convolution compiler [125]. The compiler uses the polyshift [126] communication mechanism for CM-2 machine. The XL HPF compiler of IBM [127] utilizes similar approach to decrease the number of messages.

Another example is the code improvements for large-scale graph analysis. Programmers can easily map the shared-memory graph algorithms to PGAS environments, although it is unlikely that naive implementations achieve high performance for large datasets. Code improvements for increasing their performance includes message coalescing and privatization in the context of distributed graph algorithms [128].

Other researchers proposed algorithms for the HPCC RandomAccess Benchmark to increase the efficiency [129]. However, the authors focus the approaches to optimize communication for the Red Storm Machine. The researchers use different approaches to allocation and communication to exploit the hypercube architecture for aggregating the messages.

7.8 Array Accesses Analysis

Linear Memory Access Descriptors (LMAD) [40, 41] is a well known representation that describes the accesses on a array. This representation is used for array accesses analysis, coalescing of accesses, and for privatizing the array accesses on various platforms. For instance, Xhu et al. use the LMAD representation to translate program manually for distributed shared memory (DSM) systems [130]. Xunhao Li [131, 132] and Garg [39] use a subset of LMAD, Restricted Constant Strided Linear Memory Access Descriptor (RCSLMAD) to identify memory locations of accessed array elements in Graphic Processor Units (GPUs).

Other alternative representations of arrays accesses is the Systems of Affine Recurrence Equations (SAREs) over polyhedral domains [133]. Researchers created various tools to automatize the privatization of the data in GPUs environments [134, 135, 136].
Chapter 8

Conclusions and Future Work

This dissertation presented optimizations that increase the performance of UPC applications containing fine-grained communication. In order to efficiently improve the performance of this latter type of programs, the programmer or the compiler framework must overcome three challenges: (i) the low network efficiency due to the small messages; (ii) the large number of runtime calls; and (iii) network hotspot creation for the non-uniform distribution of network communication, especially in all-to-all patterns.

To address these deficiencies, this thesis suggested optimizations, which can be grouped under three major categories. First, this thesis proposes the utilization of an improved inspector-executor transformation (Chapter 4) [36] to solve the low network efficiency. The compiler transforms the loop in the inspector-executor form, and then it stripe-mines the loops iterations into smaller blocks to achieve overlap of computation and communication. Between the inspector and executor loop the runtime analyzes and aggregates the remote accesses into bigger messages.

Second, the thesis proposed optimizations to decrease the number of runtime calls in the inspector-executor transformation (Chapter 5). The optimizations employ a number of techniques to successfully remove the calls. Namely, the use of Constant Stride Linear Memory Address Descriptors (CSLMADs) [40] with regular accesses; the use of a temporary array to collect shared indexes for irregular accesses; static coalescing when using structs [38]; a lightweight loop code motion designed for the UPC language. The evaluation demonstrated how eliminating unnecessary runtime calls inserted by the compiler when accessing shared data is important to achieve good performance.

The final part of the thesis presented optimizations to decrease the possibility of hotspot creation. UPC language is subject to hotspot creation or over-subscription of the node due to the transparency allowed to the programmer. To effectively avoid network congestion, the programmer or the runtime must spread non-uniform traffic evenly over the different links. Chapter 6 explored the possible approaches of distributing the accesses through the network: (i) by manually modifying the source code; (ii) by using compiler assistance loop transformations
to automatically improve performance.

Based on these results, we draw the following conclusions:

- Unified Parallel C programming model can provide MPI-comparable performance in applications that contain fine-grained regular accesses, combined with the optimizations presented.

- To provide performance comparable to coarse-grained application, it is important for the compiler to eliminate unnecessary runtime calls. Simple approaches, such as the inspector-executor transformation, are not enough.

- For applications with irregular shared references, the programmer benefits by expressing the accesses in the form of read-modify-write of data. Alternatively, the compiler optimizations, as presented in this thesis, can provide an order of magnitude performance gain, but there is still room to close the gap with the manual optimized benchmarks.

- The loop scheduling compiler transformation can increase the network performance by creating a more uniform traffic and avoiding the creation of hotspots.

8.1 Publications

During the course of the thesis, we have published a number of articles. First of all, the algorithm of inspector-executor presented in Chapter 4 was submitted as patent [43]. The patent describes the basic design aspects of the transformation.


After filling the patent, IBM gave permission to publish the transformation and the initial results in the CASCON conference [36]. This work explains in more detail the implementation of the patent and provides an evaluation up to 256 Cores. Following this presentation, we received feedback from experts in the field. Such insights were important for developing this work further.


Our next step was to address the comments made on the previous publication, scale up the experiments up to 32768 cores, and provide incremental optimizations [38]. The contribution of this article is the combination of compile time (static), as presented in Chapter 5, and runtime (dynamic) coalescing techniques
that do not require knowledge of physical data mapping. The evaluation yielded speedups from 1.15X up to 21X compared to the baseline unoptimized versions, achieving up to 63% the performance of the MPI versions.


During the development of the International Conference on Supercomputing paper, we came across an interesting outcome: The network was performing poorly in a number of benchmarks. The problem was that the traffic was non-uniform, creating hotspots on the network. Thus, our initial reaction was to present manual and automatic compiler transformations to distribute the traffic [44]. Despite the limited evaluation, the short article offers a glimpse of the UPC language pitfalls to the community and provides possible solutions.


The short paper/poster on the International Conference on Supercomputing sparked the exploration of a new set of optimizations, targeting both applications with fine-grained and coarse-grained communication patterns [45]. Thus, the last part of the thesis (Chapter 6) was published as a short paper on the International Conference on PGAS Programming Models:

**Michail Alvanos**, Gabriel Tanase, Montse Farreras, Jose Nelson Amaral, Xavier Martorell. Improving Communication Through Loop Scheduling in UPC. In *7th International Conference on PGAS Programming Models, PGAS 2013*

Finally, as a member of the XL UPC Toronto compiler team, the author was involved in a technical report that evaluates all the compiler and runtime optimizations evaluated in the Power 775 machine [52]. The report provides insights on the expected performance of UPC applications in the Power 775 machines:


Parts of this work are still under review for publication. For example, the second part of the Chapter 5 is not properly described in the ICS paper [38]. Furthermore, the details of the Chapter 6 are not presented in the current publications [44, 45].
8.2 Productization

The transformation presented in Chapter 4 was productized under the `-qprefetch=aggressive` flag of XL UPC compiler [52, 53, 137] on Power 775 machine [138]. According to TOP500 [139] there are 9 installed supercomputers providing a total of 5361 TFlops of processing power. Installed machines are ranging from 2,000 to over 64,000 Power7 processing cores.

8.3 Future Work

The current prototype implementation can be improved in several ways. First of all, the compiler has strict requirements for the inspector-executor transformation. The other transformations have fewer requirements, but the effectiveness is limited. The loops must be normalized and monotonically increasing to completely remove the calls from the inspector and executor loops. Selecting a simpler inspector-executor transformation without the blocking transformation can bridge these requirements, despite possible drawbacks.

Furthermore, the existence of runtime calls inside the loops decreases the opportunities for optimizing the loop. Inter-procedural analysis can give the additional information about the loop analysis to increase the opportunities for optimizing loops that contain procedure calls. The amount of iterations to analyze and prefetch is different and depends on the access pattern, number of UPC threads, and loop upper bound.

Finally, there are two applications categories that this thesis does not examine. The first category included the applications that contain graph traversing. In this case, the loops are not normalized and usually the traverse of the loop leads to irregular access patterns. Another category is the benchmark that contains sparse matrices. In this scenario, the inspector-executor optimization fetches only the first level of the accesses leaving the blocking communication inside the execution loop.

For example, Listing 8.1 presents an algorithm for connected components in UPC [128]. The question here is how we optimize these accesses? In the first loop, the compiler privatizes the access in the El array, because it is `upc forall` structure. Furthermore, the compiler can use the inspector-executor transformation to prefetch the D[u] and D[v] accesses. However, there is an indirect access on D array that uses the D[v] in line 5.

The second loop contains an even more complicated expression that traverses the graph. Note that the loop is irregular and contains indirect accesses. How can the programmer optimize this piece of code? Even more, how the compiler developer teach the compiler to apply optimizations on this irregular loop?
8.4 SURVIVAL OF THE UPC LANGUAGE

High Performance Fortran (HPF) [140] was a promising programming model for high performance computing. HPF has the same goals with the Unified Parallel C language: provide a programming model for scalable parallel systems, according to which (i) the programmer sees a single shared address space, (ii) communication is implicitly generated, (iii) the performance is comparable to the MPI hand tuned version.

Unfortunately, the research and development process of the HPF compilers and runtime stopped some years later. Kennedy explained why HPF did not survive [141]. The main reasons for the limited adoption of the language are: (i) the fact that programmers usually rewrite the application for the specific compiler and machine; (ii) the use of immature compiler technology that leads to poor performance; (iii) missing tools.

Despite the adequate number of UPC compilers [62, 142, 52, 143], not all of them follow the standards or have good performance. For example, many of the advanced optimizations of XL UPC compiler are not yet supported by the Cray UPC compiler [143]. Another example is the gcc UPC compiler. In this case, the programmer must specify the number of threads when declaring shared arrays on the heap. In a typical scenario, the programmer will have to put some time and effort into porting the applications to a different compiler and optimizing it to achieve the maximum performance.

Despite all these challenges that HPC community and compiler developers must face, the UPC language has greater opportunities than the HPF. The main reason is the support from the open community with the availability of the Berkeley UPC compiler [142] and the gcc UPC Compiler [62]. Both projects are open source and available to download. Finally, they include support for many architectures and Interconnects, partially solving the portability issue.

Listing 8.1: UPC algorithm of connected components graph.

```
gr = 0;
upc forall ( i=0; i<m; i++ ; &El[i] ){
  u = El[i].u; v = El[i].v;
  if ( D[u] < D[v] ) {
    D[v] = D[u];
    gr = 1;
  }
}
gr = all_reduce_i ( gr , UPC ADD) ;
if ( gr == 0) break ;
upc forall ( i=0; i<n; i++; &D[i]){
  while (D[i] != D[D[i]]){
    D[i] = D[D[i]] ;
  }
}
```

8.4 Survival of the UPC language
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Appendix A

Terminology

This chapter provides definitions for general compiler terminology that is used throughout the thesis. For additional definitions and a complete view of the compiler terminology, one is encouraged to read advanced compiler design books [144, 78, 145].

**Alias analysis:** Alias analysis is a technique in compiler theory, used to determine whether a storage location may be accessed in more than one way. In C language, two pointers are aliased if they point to the same location. For example, in this code snippet, the compiler after the alias analysis assumes that the `p` and `i` point the same memory position. Thus, the `*p` and `i` alias.

```c
int *p, i;
p = &i;
```

Alias analysis techniques are usually classified by flow-sensitivity and context-sensitivity. They may determine may-alias or must-alias information. The term alias analysis is often used interchangeably with term points-to analysis, a specific case.

**Blocking Factor:** Blocking Factor (BF) is a layout qualifier that dictates the number of successive elements placed on the same UPC thread. In UPC language, the blocking factor can be set with two ways: statically and dynamic [9]. The programmer sets the blocking factor by using the layout qualifier in the array declaration. The code snippet presents declaration examples of statically allocated shared arrays:

```c
shared [8] int A[16];
shared [*] int B[16];
shared [1] int C[16];
shared [0] int D[16];
```

The programmer can also use the `upc_all_alloc()`, and `upc_global_alloc()` runtime calls to allocate memory with the desired blocking factor.
**Cache**: Cache or Processor Cache [146] is a smaller and faster memory which stores copies of frequently used data from the main memory.

**Cache Miss Ratio**: When the processor access a memory location that is not in the cache, it is called a cache miss. The processor then wait for the data to be fetched from either the next cache level or the main memory. To calculate the cache miss ration we can use this equation:

\[
\text{miss\_ratio} = \frac{\text{Missed\_accesses}}{\text{Total\_memory\_accesses}}
\]

The cache misses categorized into two groups:

- Local miss rate misses in this cache divided by the total number of memory accesses to this cache (Miss rate L2).
- Global miss rate misses in this cache divided by the total number of memory accesses generated by the CPU (Miss\_RateL1 × Miss\_RateL2)

**Common subexpression elimination**: Common subexpression elimination is a compiler optimization that searches for instances of identical expressions, and replaces them with a single variable holding the computed value. Figure A.1 presents an example of the optimization. Note that the compiler has to calculate if the memory cost of the store to \text{temp} is less than the cost of the multiplication.

<table>
<thead>
<tr>
<th>Programmer’s Code</th>
<th>After common subexpression elimination</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a = b \times c + d); (e = b \times c \times f);</td>
<td>\text{temp} = b \times c; (a = \text{temp} + d); (e = \text{temp} \times f);</td>
</tr>
</tbody>
</table>

Figure A.1: Example of common subexpression elimination.

**Constant propagation**: Constant folding and constant propagation are related compiler optimizations used by many modern compilers. An advanced form of constant propagation known as sparse conditional constant propagation can more accurately propagate constants and simultaneously remove dead code. Figure A.2 presents an example of constant propagation optimization. In this example, the constant value of ‘a’ is propagated through the statements simplifying the return expression.

**Control Flow Graph**: Control Flow Graph (CFG) is a representation, using graph notation, of all paths that might be traversed through a program during its execution.
Programmer’s Code | After constant propagation
---|---
```c
int app_kernel(int c){
    int a = 10;
    int b = 9 - (a / 2);
    if (c > 10) {
        c = c - 10;
    }
    return c * (60 / b) + a;
}
```
```c
int app_kernel(int c){
    int b = 4;
    if (c > 10) {
        c = c - 10;
    }
    return c * 15 + 10;
}
```

Figure A.2: Example of constant propagation optimization.

**Data Flow Graph:** Data Flow Graph or Diagram (DFD) is a graphical representation of the data “flow” through the application code, and models its process aspects.

**Data Dependencies:** When two program statements (or instructions) refers to the data of a preceding statement, then there are data dependencies between them. There are four type of data dependencies:

- **Input dependence (RAR)** occurs when statements $S_1$ and $S_2$ both read from the same location. For example:

  $S_1$: $A = B$
  $S_2$: $C = B$

- **Output dependence (WAW)** occurs when two statements both write to the same location. For example statements $S_1$ and $S_3$ write on the same location:

  $S_1$: $B = 1$
  $S_2$: $C = B + 24$
  $S_3$: $B = 7$

- **Flow dependence (RAW)** occurs when $S_1$ writes to a location and a subsequent statement $S_2$ reads from the same location. For example:

  $S_1$: $B = A$
  $S_2$: $C = B$

- **Anti-dependence (WAR)** occurs when $S_1$ reads from a location and a subsequent statement $S_2$ writes to the same location. For example:

  $S_2$: $A = B + 24$
  $S_2$: $B = 7$

**Dead Store:** Dead store statements are the statements that assign a value to a variable, but this variable is not used by any subsequent statement or instruction.
Dead Stores are wasteful of processor time and memory. The compiler eliminates them through the use of static program analysis and dead store elimination optimization.

**High Radix Interconnect:** High Radix Interconnects are the networks with switches or routers that contain large number of skinny ports. The motivation behind this trend is that the bandwidth between nodes increases, however, the latency between nodes does not. Thus, the idea is to create router with a large number of skinny ports in order to reduce the latency between nodes.

**Induction Variable:** Induction variable is a scalar variable whose value gets increased or decreased by a fixed constant amount on every iteration of a loop.

**Iteration count:** Put simply, the iteration count of a loop is the number of times that the loop body get executed.

**Loop-Invariant Code Motion:** Loop-invariant code motion (also called hoisting or scalar promotion) is a compiler optimization which moves of statements or expressions outside the body of a loop without affecting the semantics of the program. Figure A presents an example of the loop-invariant code optimization. In this example, the calculation of expression $x = y + z$ is independent of the induction variable of the loop. Moreover, the expression $x \times x$ depends on the value of $x$ that is also independent. Thus, the compiler optimization moves these expressions before the loop body.

<table>
<thead>
<tr>
<th>Programmer’s Code</th>
<th>After optimization</th>
</tr>
</thead>
</table>
| ```
  for (int i = 0; i < n; i++) {
    x = y + z;
    ARRAY[i] = i + i * z + x * x;
  }
``` | ```
  x = y + z;
  t1 = x * x;
  for (int i = 0; i < n; i++) {
    ARRAY[i] = i + i * z + t1;
  }
``` |

*caption*Example of constant invariant movement optimization.

**Loop unrolling:** Loop unwinding or unrolling is a loop transformation technique that attempts to optimize a program’s execution speed at the expense of its binary size by reducing instructions that control the loop. The loop transformation can be undertaken manually by the programmer or by an optimizing compiler.

**Network Contention:** This term describes the situation when two or more entities are competing for shared resources. The term is used especially in networks to describe the situation where two or more nodes attempt to use the limited bandwidth of a channel at the same time.

**Normalized Loop:** A loop which the loop variable starts from 0 and gets incremented by a constant value at every iteration until the exit condition.
Static Single Assignment (SSA) form: SSA form an intermediate representation, where each variable is assigned exactly once. Variables from the initial program are split into versions. The new variables are typically renamed according to the original name accompanied a subscript. SSA form is normally used as an extension on the top of the compiler’s intermediate representation, and it is used in various optimizations.

Strip-Mining: Loop Strip-Mining, Loop Blocking, or Loop tiling is a compiler optimization that partitions a loop’s iteration space into smaller blocks or chunks, to improve the cache locality. Figure A.3 provides an example of the loop transformation. The BLK variable is called block size of the transformation.

<table>
<thead>
<tr>
<th>Programmer’s Code</th>
<th>After transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>for(i=0; i&lt;N; ++i){</td>
<td>for(j=0; j&lt;N; j+=BLK){</td>
</tr>
<tr>
<td>...</td>
<td>for(i=j; i&lt;min(N, j+BLK); ++i){</td>
</tr>
<tr>
<td>}</td>
<td>...</td>
</tr>
<tr>
<td>}</td>
<td>}</td>
</tr>
</tbody>
</table>

Figure A.3: Example of loop blocking transformation.

Vectorization: Vectorization is the process of code optimization, during which the programmer or the compiler transforms a computer program that uses scalar variables into an implementation that uses one operand with multiple data. Automatic compiler vectorization is a special case of automatic parallelization, where the compiler converts part of the code to vector implementation that uses multiple data with one operand or instruction.