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Abstract. The development of fine-grain multi-threaded program execution models has created an interesting challenge: how to partition a program into threads that can exploit machine parallelism, achieve latency tolerance, and maintain reasonable locality of reference? A successful algorithm must produce a thread partition that best utilizes multiple execution units on a single processing node and handles long and unpredictable latencies.
In this paper, we introduce a new thread partitioning algorithm that can meet the above challenge for a range of machine architecture models. A quantitative affinity heuristic is introduced to guide the placement of operations into threads. This heuristic addresses the trade-off between exploiting parallelism and preserving locality. The algorithm is surprisingly simple due to the use of a time-ordered event list to account for the multiple execution unit activities. We have implemented the proposed algorithm and our experiments, performed on a wide range of examples, have demonstrated its efficiency and effectiveness.

1 Introduction

This paper is a contribution to the development of high-performance computer systems based on a fine-grain multi-threaded program execution and architecture model. A key to the success of multi-threading is the development of compilation methods that can efficiently exploit fine-grain parallelism in application programs and match them with the parallelism of the underlying hardware architecture. In particular, partitioning programs into fine-grain threads is a new challenge that is not dealt with in conventional compiler code generation and optimization.
Our thread partitioning algorithm was developed for the Efficient Architecture for Running Threads (EARTH), a multi-threaded execution and architecture model [8, 4]. Under the EARTH model, a thread becomes enabled for execution if and only if it has received signals from all the split-phase operations that it depends on. Furthermore, threads are non-preemptive; once a thread is scheduled for execution, it holds the execution unit until its completion. Therefore whenever an operation may involve long and/or unpredictable latencies,
the role of a compiler (or programmer) is to make the operation “split-phase”. We call this requirement the split-phase constraint, and assume that such constraints are explicitly identified and presented to the thread partitioner. The thread partitioning problem studied in this paper can be stated as follows.

*Given a machine model $M$ and a weighted data dependence graph $G$ with some nodes labeled as split-phase nodes, partition $G$ into threads such that the total execution time of $G$ is minimized subject to the split-phase constraints.*

The main contribution of this paper is the development of an heuristic thread partitioning algorithm suitable for a machine model that allows multiple execution units in each processing node.\(^1\) Unlike previous related thread partitioning algorithms, ours faces a new challenge: the existence of more than one thread execution unit per node implies a trade-off between the need to generate enough parallel threads per node to utilize these execution units, and the need to assign related operations to the same thread to enhance locality of access.

## 2 Machine Model

Our architecture model is presented in Figure 1. Each processing node has $N$ execution units (EU) and one synchronization unit (SU). Both the EU and the SU perform the functions specified in the EARTH Virtual Machine [8]. Threads that are ready for execution are placed in the ready queue that is serviced by the EUs. When an active thread performs a synchronization operation or requests a long latency data transfer, the request for such a service is placed in the dispatch queue. The SU is responsible for the communication with all other processing nodes and for the synchronization between threads within the node.

\(^1\) Notice that the algorithm presented in [7] collapses as much local computation as possible into a single thread, thus making it inadequate for the machine model studied in this paper that has multiple execution units per processing node.
In the model of Figure 1 each processing node has its own memory hierarchy, but an EU can access memory locations in any node of the machine. An access to a location in the local memory hierarchy, a local access, has a lower latency and higher bandwidth than a remote access. As in [7], we assume that a cost model is provided that allows for an estimation of the cost of all local and all remote operations required in a program statement. We use $\delta$ to represent the cost associated with the termination of a thread and the start of the execution of another thread. Although we assume that a ready thread can be executed by any one of the local processors, to favor data locality and benefit from the local caches in the architecture, the partitioning algorithm takes into consideration the amount of dependencies among statements when placing them in different threads.

3 Thread Partition Cost Model

We assume that a program is written in a sequential language augmented with high level-parallel constructs, and that the data has been partitioned among the memory modules in the processing nodes of the machine. Therefore, given a program statement we can determine whether the statement is local or remote. We also assume that the program has been translated into a Data Dependence Graph (DDG).

Thus the program is represented by a graph $G(V, E)$ where each node in $V$ represents a collection of program statements. A node can be a simple node such as an assignment statement or a compound node such as a loop. If the execution of the program statements requires accesses to a remote memory module, the node is a remote node otherwise the node is a local node. Each edge $(v_i, v_j)$ in $E$ represents a data dependency from $v_i$ to $v_j$. An edge departing from a remote node is a remote edge, and an edge departing from a local node is a local edge.

Like in [7] we represent $E$ by an adjacency matrix $C$ defined as:

$$C_{i,j} = \begin{cases} 1 & \text{if } (v_i, v_j) \in E \\ 0 & \text{otherwise} \end{cases}$$

The partitioning algorithm is based on a cost model that associates a local cost $c^L_i$ and a remote cost $c^R_i$ to each node $v_i$ that represent the number of cycles that the nodes spends in the EU and the number of cycles that elapses between the request and the completion of a split-phase transaction started by the node. One of the main goals of the partitioning algorithm is to decide when it is advantageous to dispatch the request, terminate the current thread and to start the execution of a new thread when the remote operation is completed. For some interconnection networks a model to predict the network performance will be necessary because the remote cost is affected by the load in the network. For the experiments with our partitioning algorithm, we assume that this cost

$^2$ If the underline machine does not allow direct accesses to remote memory, the EARTH systems emulates a global address space.
is bounded by a constant. The cost model presented in this paper can be constructed for any machine through profiling experiments and examination of the machine specification for the number of cycles required to execute each class of instruction. The network latency and bandwidth can also be readily measured. For our experiments we use the values obtained by Theobald for the EARTH-MANNA implementation [8].

4 Problem Formulation

Assume that at runtime threads are selected for execution from a single queue of ready threads using an efficient scheduler. Given a DDG $G$ with each node $v_i \in G$ annotated with its local cost $c_L^i$ and its remote cost $c_R^i$, and a constant thread switching cost $\delta$, the thread partitioning problem is the problem of finding a thread partition $P$ that meets two goals: (1) minimizes the total execution time, (2) maximizes the affinity between nodes assigned to the same thread. The affinity of a node $v_i$ of $G$ to a thread $T_k$ of $P$, $A(v_i, T_k)$, is given by the ratio between the number of dependences between nodes of $T_k$ and $v_i$, and the total number of incoming edges of $v_i$.

$$A(v_i, T_k) = \frac{\sum_{v_j \in T_k} C_{ji}}{\sum_j C_{ji}}$$

Observe that if all the incoming edges of $v_i$ are from nodes in $T_k$, then $A(v_i, T_k) = 1$. On the other hand, if none of the incoming edges of $v_i$ are from nodes in $T_k$, then $A(v_i, T_k) = 0$.

Goals (1) and (2) should be pursued under the constraint that nodes connected by a remote edge are assigned to different threads. Goal (1) is the principal goal of the partition algorithm, while goal (2) is necessary to favor locality of access because the abstract model assumes that all processors have equal probability of fetching a thread from the ready queue.

The thread partitioning algorithm uses the affinity function to decide in which thread to place a node of the DDG. The algorithm keeps a partial schedule of the threads already formed and searches into this schedule for the best place to insert a node from the DDG. To minimize the searching time, an event list is used to store the starting and finishing time of each thread. A detailed description of the thread partitioning algorithm including an example is presented in [1].

5 Experimental Results

We use the Thread Partition Test Bed presented in [7] to generate random DDGs to test the partition algorithm. We vary several properties of the DDGs generated, including the number of nodes, the average number of outgoing edges from a node, the percentage of remote nodes in the graph and the distribution of local and remote costs in the nodes.
The distribution of execution costs for the nodes is as follows: A local node can be of three types: 1) Local I/O (20%), 2) Local function call (10%), 3) Other (math, etc.) (70%). A local I/O is assigned a cost of 10 cycles. A local function call is assigned 10 cycles and a node of other type has 3 cycles. Remote nodes can be of type: 1) Remote I/O (80%), 2) Remote function call (20%). A remote I/O is assumed to take 300 cycles, and the costs of remote function calls are uniformly distributed between 400 cycles and 4000 cycles. This distribution of node types and the degree of the DDG generated are based on static profiling of EARTH-C benchmarks [7, 3].

5.1 Summary of Main Experimental Results

The main results of our experiments can be summarized as follow.

Absolute Efficiency Our new partition algorithm is very efficient for a wide range of DDGs on all the machine models except the EARTH-Dual model where only a single EU is available per node and there is a high cost associated with thread switching. The algorithm performs remarkably well when the machine model has multiple execution units – e.g. for SMP and SCMP models – the average absolute efficiency is above 99%.

Effectiveness of Search Heuristics The use of an event list and of a timeline schedule results in an effective search for the placement of a new node (see [1] for details).

Latency Tolerance Capacity The algorithm is robust to variations in latency. In our experiments a remote operation latency varied between 400 and 4000 cycles. As shown in Table 1 the partition algorithm produces thread partitions that are able to tolerate these varied latencies.

5.2 Machine Architectures

We define four different machine architectures for our experiments. MANNA is a multiprocessor machine with 40 processors distributed in 20 processing nodes interconnected by a crossbar switch. MANNA is the first platform in which the EARTH model was implemented [5].

**EARTH-MANNA-DUAL:** An implementation of the EARTH architecture on the MANNA machine. The second processor is used for the SU function. Therefore, according to our model, this is a machine with a single EU per node. The thread switching cost in this machine is \( \delta = 36 \) cycles (see measurements reported in [8]).

**EARTH-MANNA-SPN:** The two processors in the machine are used to implement the SU functions. Therefore, this machine has two EUs per processing node. The thread switching cost is \( \delta = 16 \) (see measurements reported in [8]).

**EARTH-SU:** This is the EARTH architecture with a custom hardware SU. We consider a machine with a single execution unit per processing node and with a thread switching cost \( \delta = 2 \) (see measurements reported in [8]).
SMP: This is an Symmetric Multi-Processor machine with 4 processors per node. In such a machine we expect the thread switching cost to be similar to the one for the MANNA-SPN, therefore we will use $\delta = 16$.

**Single-Chip Multi-threaded Processor (SCMP)** In this case we consider a hypothetical machine that has multiple functional units with multi-threading support. We assume a machine with 8 EU's and with a thread switching cost of $\delta = 10$.

### 5.3 Measuring Absolute Efficiency

An optimal partition cannot result in an execution time that is shorter than the critical path of the program or shorter than the total amount of work to be performed divided by the number of EU's available. Thus, a lower bound for the execution time is given by:

$$T_{\text{lowest}} = \max(T_{\text{crit}}, \frac{\sum_{i \in V} c_i}{N})$$

where $T_{\text{crit}}$ is the length of the critical path, the sum of the local cost $c_i$ of all nodes is the total amount of work to be performed by the program, and $N$ is the number of EU's in the machine. We define the **absolute efficiency** as the ratio:

$$E = \frac{T_{\text{lowest}}}{T_{\text{end}}}$$

where $T_{\text{end}}$ is the execution time for the program with the thread partition produced by our algorithm running under an efficient FIFO scheduler. $E = 100\%$ means that the partition algorithm found a partition that can result in the optimal execution time.

To measure the efficiency of the algorithm, we varied the percentage of remote nodes in the randomly generated DDG from 25% to 75%, and the size of the graph from 10 nodes to 1000 nodes. Each graph has three times as many edges as the number of nodes. Then we generated twenty distinct random DDGs and applied the partition algorithm to each one of them. We computed the average execution time for each run, compared it with $T_{\text{lowest}}$, and present the average efficiency in Table 1. The algorithm did remarkably well for machines with four or eight execution units per processing node (SMP and SCMP). The algorithm also did quite well both for the EARTH-SU that has a single EU and a very low thread switching cost and for the EARTH-MANNA-SPN that has two EU's per processing node. The results for graphs with a large number of nodes for the EARTH-MANNA-DUAL are not as good. This should not come as a surprise because this architecture has a single EU and very large thread switching costs.

### 6 Related Work

The thread partition problem for multi-threaded architectures is similar to the task partitioning and scheduling problem [6,9]. In both problems a program has
to be divided into smaller pieces with respect to some constraints (dependencies). The focus of task partition is to allocate \( N \) tasks onto \( M \) processors in order to reduce the total execution time. This problem is often represented as a graph partition problem in which nodes denote tasks and edges represent two types of constraints: precedent constraint, i.e., one task must complete before another task can start; and communication constraint, i.e., data must be exchanged between two tasks. When the communication constraint is taken into consideration the task partitioning problem is an NP-complete problem [2]. In this case, the optimization goal is often reduced to minimize the total communication [6]. For further discussion of related work we refer to [7] and [1].

7 Conclusion

We designed, implemented, and evaluated an efficient, effective, and robust algorithm to partition a program into threads for the case in which multiple execution units are available in each processing node of a parallel architecture. The algorithm is efficient because it generates a partition that results in an execution time that is very close to the best possible execution time determined by the length of the critical path and the total amount of computation existing in the program. The algorithm is robust because it worked efficiently for a varied set of architectures and a wide range of latencies between processing node. The algorithm is effective because it employs a data structure associated with a searching algorithm that reduce the time complexity of the algorithms. On our experimental framework we tested the algorithm with several thousand data dependency graphs with up to a thousand nodes and several thousand connections.

<table>
<thead>
<tr>
<th>Machine</th>
<th>% Remote Edges</th>
<th>10</th>
<th>20</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>500</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>EARTH-MANNA-DUAL</td>
<td>25%</td>
<td>86.6</td>
<td>91.8</td>
<td>90.0</td>
<td>83.9</td>
<td>82.3</td>
<td>77.0</td>
<td>78.1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>96.3</td>
<td>95.8</td>
<td>96.8</td>
<td>93.7</td>
<td>83.8</td>
<td>71.6</td>
<td>71.2</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>96.5</td>
<td>98.7</td>
<td>98.9</td>
<td>92.2</td>
<td>95.6</td>
<td>69.5</td>
<td>66.0</td>
</tr>
<tr>
<td>EARTH-MANNA-SPN</td>
<td>25%</td>
<td>86.3</td>
<td>98.2</td>
<td>94.9</td>
<td>94.2</td>
<td>81.7</td>
<td>81.1</td>
<td>88.6</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>95.7</td>
<td>97.6</td>
<td>98.7</td>
<td>97.7</td>
<td>97.8</td>
<td>85.3</td>
<td>83.7</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>95.3</td>
<td>99.8</td>
<td>99.8</td>
<td>99.8</td>
<td>99.8</td>
<td>99.3</td>
<td>80.3</td>
</tr>
<tr>
<td>EARTH-SU</td>
<td>25%</td>
<td>95.3</td>
<td>98.3</td>
<td>92.4</td>
<td>93.2</td>
<td>96.7</td>
<td>99.9</td>
<td>100.0</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>95.9</td>
<td>95.4</td>
<td>99.2</td>
<td>97.0</td>
<td>92.0</td>
<td>92.8</td>
<td>98.1</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>98.4</td>
<td>99.3</td>
<td>98.4</td>
<td>97.8</td>
<td>98.5</td>
<td>90.3</td>
<td>94.1</td>
</tr>
<tr>
<td>SMP</td>
<td>25%</td>
<td>99.2</td>
<td>99.7</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>99.7</td>
<td>99.8</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
<td>100.0</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>99.8</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>SCMP</td>
<td>25%</td>
<td>99.2</td>
<td>99.8</td>
<td>99.8</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>99.7</td>
<td>99.8</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
<td>100.0</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>99.7</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 1. Average partition algorithm efficiency.
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