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Introduction

Cheng et al. in this paper put forward a new method for feature space 
conversion of the input to classifiers.

Their method, which mainly makes use of frequent patterns is typically
suitable for Support vector machine (SVM) although they demonstrate
its effectiveness on other classifiers as well.

The paper is a description of this method along with adequate justification
for every step.
This is followed by extensive experimental results to substantiate their 
claims. 
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SVM

The hyper-plane of an SVM may be represented by :

The margins may be represented by : 

A data point xi in the positive class is given by : 

A point in the negative class : 

This expression in the dual form may be written as :
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A simple example demonstrating transformation of data to a slightly
higher dimension : 

X = (x1, x2, x3) 

Z : φ1(X) = x1
φ2(X) = x2
φ3(X) = x3
φ4(X) = x1x2
φ5(X) = (x3)2

φ6(X) = x1x2x3

SVM

A test-point φT(X) in this higher dimension may be classified based 
on the following :
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SVM

Typically SVM is used for data with only two classes.

It may however be used for multiple classes in the following 
manner :

Separates class 1
from all other 
classes 

Separates class 3
from all other 
classes

Separates class 2
from all other 
classes

…..
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Feature space conversion somewhat improves the “separability” of the data so that 
the classifier has a relatively easier task.
This effectively improves the accuracy of the classifier. 
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A simple example demonstrating feature space conversion : 
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In feature conversion, certain irrelevant features may also be discarded.
For example, if in the above case, the colours of the masses m1, & m2
were also provided, it could have been discarded.

Cheng et al.’s Approach
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The motivation behind using frequent patterns along with single items
is the fact that patterns (up to a certain size) have a much higher
“information content”.

This is demonstrated in the following : 



The “aim” therefore is to maximize the information content of the 
feature space. 

However, the question that arises is : How should the nature of the
patterns generated be related to the information content?  

Information Gain Support

The mapping between the information gain and the support of the 
data set is clearly visible in the following :  

Information Gain 
Threshold

Minimum Support
Threshold

Yang et al.[2]

Information Gain Support
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Feature Selection

An algorithm (MMRFS) is presented for feature selection.

A few terms that are made use of in the algorithm are defined below.

Relevance: “A relevance measure S is a function mapping a pattern
α to a real value such that S(α) is the relevance w.r.t. the class label.”

Redundancy : “A redundancy measure R is a function mapping two
patterns α and β to a real value such that R(α, β) is the redundancy
between them.”

Gain : ),(max)()( βααα
β
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Feature Selection Algorithm

Experimental Setup

• Datasets from the UCI Machine Learning Repository were
made use of.

• Closed frequent patterns were obtained using the FPClose [2]
algorithm.

• The MMRFS algorithm was used for feature selection.

• The classifiers used were LIBSVM [3] and C4.5 in Weka [4].

• 10-fold cross-validation was performed to determine the best 
parameters.

Experimental Results

Accuracy in % obtained using LIBSVM



Experimental Results

Accuracy in % obtained using C4.5

Experimental Results (scalability)

Chess Data

Waveform Data

Experimental Results (scalability)

Letter Recognition Data

Critique

• The justification provided for each step in the approach adopted is 
commendable.

• The experiments have been conducted comprehensively.

• The method introduced is more of a formalization of methods already
in use, rather than an entirely new approach.

• Certain parameters and terms used have not been explained nor
provided with adequate citations.
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