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Introduction

Cheng et al. in this paper put forward a new method for feature space
conversion of the input to classifiers.

Their method, which mainly makes use of frequent patterns is typically
suitable for Support vector machine (SVM) although they demonstrate
its effectiveness on other classifiers as well.

The paper is a description of this method along with adequate justification
for every step.

This is followed by extensive experimental results to substantiate their
claims.
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The hyper-plane of an SVM may be represented by : (W. X)-b=0

The margins may be represented by : (. X)—-b=1
W. X)=b=—1

A data point x;in the positive class is given by : (W.X,)-b=1
A point in the negative class :  (W. X,)-b<-1
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This expression in the dual form may be written as :
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A simple example demonstrating transformation of data to a slightly
higher dimension :

X = (X4, Xp, X3)
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Z: 94(X) = x4
Po(X) = X,
P5(X) = X3
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SVM

A test-point @T(X) in this higher dimension may be classified based
on the following :
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SVM

Typically SVM is used for data with only two classes.

It may however be used for multiple classes in the following
manner :

Separates class 1 Separates class 2 Separates class 3
from all other ——» from all other from all other L veens
classes classes

classes




Feature Space Conversion
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Feature space conversion somewhat improves the “separability” of the data so that

the classifier has a relatively easier task.

This effectively improves the accuracy of the classifier.

Feature Space Conversion

A simple example demonstrating feature space conversion :
m,m
f(mla m29 l") C 2
(mla m,, V) - (X, s Z) — (lnmla lan’ lnr)

In f(m,m,,r)=InC+Inm, +Inm, +Inr

In feature conversion, certain irrelevant features may also be discarded.
For example, if in the above case, the colours of the masses m,, & m,
were also provided, it could have been discarded.

Cheng et al.’s Approach
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The motivation behind using frequent patterns along with single items
is the fact that patterns (up to a certain size) have a much higher
“information content”.

This is demonstrated in the following :
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The “aim” therefore is to maximize the information content of the
feature space.

However, the question that arises is : How should the nature of the
patterns generated be related to the information content?

The mapping between the information gain and the support of the

data set is clearly visible in the following :
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Feature Selection Feature Selection Algorithm

An algorithm (MMRFS) is presented for feature selection.

Algorithm 1 Feature Selection Algorithm MMRFS

A few terms that are made use of in the algorithm are defined below. Tnput: Frequent patterns F, Coverage threshold 3,

Relevance S, Redundancy &

. . . Output: A selected patt t F,
Relevance: “A relevance measure S is a function mapping a pattern Hints L elested patterm == S

a to a real value such that S(a) is the relevance w.r.t. the class label.” 1: Let a be the most relevant pattern;
2 Fe={al
A: while (tru=)
Redundancy : “A redundancy measure R is a function mapping two 4:  Find a pattern 3 such that the gain g(3) is the
patterns a and B to a real value such that R(a, B) is the redundancy maximum smong the set of patterns in F — F;
between them.” 5: If 7 can correctly cover at least one mmstance
e . B: Fi= Fau {3k
T: F=F—-{sh
& If all instances are covered & times or F = &
O: break:
10 return Fo

Gain: g(a)=S(a)- rga}px R(a, p)

Experimental Setup Experimental Results

Data Single Feature Freq. Pattern
liem Al tem FYNterm BB Pat_AlPat _F'S

* Datasets from the UCI Machine Learning Repository were anneal | 00.78 | 00.78 | 00.11 ] 0933 | 00.67
austral | 2601 | ®e50 | wo.01 | 8Lvd | 0114

made use of. st | 8305 | 42l | ves0 | 7407 | 0070

breast O7 46 97 .46 [EEAEY 0682 | D778
. . cleve g 81 EE A HA AL THAR US4
+ Closed frequent patterns were obtained using the FPClose [2] T S T a0 WA R B

algorithm. dlass 75.10 | 76.10 7408 | 79.01 | 5132
heart &4 81 54,81 24.07 2222 | BR.15
hepatic | =450 B0 B5.83 R1Z0 | D6.83

* The MMRFS algorithm was used for feature selection. Toree | &0 | 400 | w208 | 520k | U230
oo 316 | 9400 | Gzl | Aai7 | 054

- . s GLO0 | 06.00 | o400 | 0533 | 06.00

* The classifiers used were LIBSVM [3] and C4.5 in Weka [4] Tbor =000 | oL6T OLGT 100 | 05,00

Iymaph =100 =162 =420 T K
plma 74.56 T4.56 T6.15 76,42 | TT.16
SOTLAL 5271 56,55 5271 B4.60 | 90,86

* 10-fold cross-validation was performed to determine the best

parameters. wvehicle | 70.43 T2.00 72.14 73.33 | T6.34
wine U833 90,44 9».33 0530 | 100
e TS H7.00 9504 [ENEY A

Accuracy in % obtained using LIBSVM




Experimental Results

Diatasef] Single Features Frequent Patterns
Ttem Alll Tem F'5| Pat_Al Pai F5

anneal 98,33 0533 a7.22 08.44
austral 54.53 5453 54,21 58,24
autc 71.70 77.62 71.14 TR.77T
breast 95.56 05,56 0540 06.35
cleve EIES: ALAT B84 O1. 42
diabetes]  T7.02 77.02 76.58
glass 75.24 75.24 79,80
heart 51.85 8155 86.30
hepatic TR.TO RE.21 03.04
horse B3.71 HATL B4.500 BY.TT
iono 230 G230 02,85 04,87
iris 9400 04,00 02.23 03.33
laber BE.67 A6.6T 0500 01.67
lymph TGS Ti.h2 T4.80 5367
pima 7586 TH.56 TE.2R T6.72
SOnAr S0.83 81.19 R3.67 83.67
vehicle 70.70 71.49 74.24 73.06
wine 95.52 3.82 06,63 099,44
zo0 ENE OL1% | Oe0 o7.00

Accuracy in % obtained using C4.5

Experimental Results (scalability)

man—suf #ZPatterngd Time (s §SVM (%)]0C4.5 (%)
1 N/A N/A N/A N7A
2000 68,067 44.703 02,52 07 .50
200 28,358 15.038 01.65 7.5
251K 6,537 2006 [T U7
2B 1,031 0485 .54 07.a7
3000 136 0.083 G100 07.06
Chess Data
man_suf ZPatterng Time (s ]SV (%)) C4.5 (%)
1 0468109 MN/A MNiA M/A
B 26,576 176,485 G240 A2 35
100 15,216 Q0. 406 G210 27.29
150 5,408 23610 01.53 EEET]
20 2,451 R.234 01.22 A7.32

Waveform Data

Experimental Results (scalability)

mansuf ZEPatterng Time (s §SVM (%)) C4.5 (%)
1 5,147,030 MIA N/A N/A
EINIEN] 3,246 200,406 TH.56 T8
500 2,078 103,797 B0.21 77.28
4000 1,420 61.047 TOAT 77.32
45000 062 36.235 751 T7.42

Letter Recognition Data

Critique

* The justification provided for each step in the approach adopted is
commendable.

» The experiments have been conducted comprehensively.

* The method introduced is more of a formalization of methods already
in use, rather than an entirely new approach.

* Certain parameters and terms used have not been explained nor
provided with adequate citations.
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