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Reduce Computation
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Problem

e A node and its parents may have
different similarities to other nodes.

~ = Adjustment based on the
5 4 value of a node and its
‘= parents.
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e An efficient and accurate approach
for linkage-based clustering.

ARG 1. Builds an Initial SimTree

5:,:3 2. Improves each SimTree with an
X iterative method
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2~ S(n4,n5)=the average
, similarity between objects

1 linked with these two
i groups of leaf nodes
o
R
310
e
L
.
" 0t
?; n,
g .

It can be shown that the procedure will take O(mclog, N)
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Linkage tor Upaating
Similarity Values
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Updating Similarity
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A simplified version of previous graph:
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.‘.f siml (na,nb) is the average path —based similarity between each
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o After computing similarities

e If n has higher similarity with a
sibling n’ of parent(n )

e Then n will become a child of
n’, if n’ have less than c
children 2 I

e |If more than ¢ nodes are most
similar to n’, keep only the top
c nodes

e Assign remaining to other
nodes




Complexity of Each
Iteration
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