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+ I'he dimension of the data being in the
hundreds or thousands. e.g. in text/web
mining and bioinformatics.

+ A specific kind of high dimensional data set,

which contain as and a large number of
tuples. many as tens of thousands of
columns but only a hundred or a thousand
rows, such as microarray data.

+ Different from transactional data set, which
usually have a small number of columns and
a large number of rows.
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Contributions of the paper

+ A top-down search method is proposed to
take advantage of the pruning power of
minimum support threshold, which can cut
down the search space dramatically.

+ A new method, call Y closeness-checking, is
developed to chec iently and effectively
whether a pattern i

to scan the mi
setl and i This is critical for mining high dimensional

data, beca'=~*" 1, CARPENTER,
down s or the closeness-checking method

5 we must check if it is already found before.
If not, outp£ it. Otherwise, discard it.

" is that before outputting each itemset found currently,
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Table and transposed table

Original table T~ Minsup=2 Transposed table TT

A B C D itemset rowset
1 al b1l cl di al 123
2 al bl c2 d2 a2 4.5
3 1 b1 1 d2
@ ¢ bl 1,2,3,4
4 a2 b1l c2 d2
cl 1,3

5) a2 b2 c2 d3
Z c2 2,4,5
d2 2,3,4

Table TT is already pruned
by minsup. For clarity, we )

Closed itemset and closed
rowset

Definition 1 (Closure): Given an itemset I and a rowset S, define
TU) = {Tz € SW{]E ]J (TUE'_;I} E"R}
(S)={4eI|veS, (1,4 R}

Based on these definitions, we define C(I) as the closure of an
itemset I, and C(S) ca(% ’g}gag)losure of a rowset S as follows:

C(S) =r(i(S))
Definition 2 (Closed itemset and closed rowset): An itemset I is
called a closed itemset iff I=C(I). Likewise, a rowset S is called a
closed rowset iff S= C(S).

Definition 3 (Freauent itemset and large rowset): Given minsup, an
itemset I is called frequentif |r(1)| = minsuF, where |r(I)| is called
the support of itemset I, and a roset S is called large if |S| = minsup,
where |S| is called the size of rowset S.

Further, an itemset I is called frequent closed itemset if it is both
closed and frequent. Likewise, a rowset S is called large closed
rowset if it is both closed and large.



Example

+ For an itemset {b1, c2}, r({b1,
c2})=1{2, 4}, and i({2, 4})={b1,c2,
d2}, so C({b1, c2}= {b1, c2, d2}.
Therefore, {b1, c2} is not a
closed itemset. If minsup=2, it is
a frequent itemset.

« Foranrowset {1, 2}, i({1, 2})={al,
b1} and r({al, b1})={1, 2, 3},

itemset rowset
al 1,2,3
a2 4,5
bl 1,2,3,4
cl 1,3
c2 2,4,5
d2 2,3,4

() ={r € SYi €L, (1,i;) € R)

then C({1,2})={1, 2, 3}. S0 rowset -+ /e Gy e

{1, 2} is not a closed rowset, but
apparently {1, 2, 3} is.

c
a(s)

=i
=1(i(S))

Mining Task

+ Originally, we want to find all of the
frequent closed itemsets which satisfy the
minimum support threshold minsup form
the original table T.

+ After transposing T to transposed table TT,
the mining task becomes finding all of the
large closed rowsets which satisfy
minimum size threshold minsup from table
TT.

Top-down Search Strategy
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Given user specified minsup, we can stop further

search of the tow-down row enumeration

tree

at level (n-minsup) for mining frequent itemsets.

X-excluded transposed table

+ Each node of the tree in Figure 3.2 corresponds M
to a sub-table. For example, the root represents /gl
the whole table TT, and then it can be divided Jak
into 5 sub-tables: table without rid 5, table with S
5 but without 4, table with 45 but without 3, [ e,
table with 345 but without 2, and table with 1S o e
2345 but without 1. '-‘_ 03

+ Definition (x-excluded transposed table) : Given \esi "

a rowset x={rt, r2, ..., rk} with an order such g

that ri'> ri2>_ > rk an minsup and its parent
table TT]|,, an x-excluded transposed table

is a table’in which each tuple contains rids |
than any of rids in x, and at the same time
contains all of the rids greater than an
in x. Rowset x is called an e

Figure 3.2 Top-down row enumeration

Tables corresponding
to a parent node and a child
node are called parent table
and child table respectively.



Iltemset rowset
al 1,2,3
Example =
bl 1,2,3,4
In TT|s,, Xx={5, 4}, cl 1,3
Table 3.1 TTlss each tuple onIy c2 2,4,5
ftemset | rowset contains rids which a2 2.3.4
123 are less than 4,
by 2 and contains at minsup =2
. L3 least two such rids
py — as minsup is 2.

In TT|,, each tuple must contain rid 5
as it is greater than 4, and in the

Table 3.27TT . . .
ane . meantime must contain at least one rid

itemset | rowset less than 4 as minsup is 2. As a result,

in Table TT, only those tuples

-
G Z

containing rid 5 can be a candidate
tuple of TT|,.

Excluded row enumeration tree

i~ >1 #34321
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+ Extract form TT or its direct L™
parent table TT|, each tuple e
containing all rids greater Mo
than r, -

« For each tuple obtained in the
first step, keep only rids less s ssecisesron snmeionses
than r,. i

+ Get rid of tuples containing
less than (minsup-j) number
of rids, where j is the number
of rids greater than r; in S.

18— s

Figure 3.2 Top-down row enumeration tree

Closeness-checking

+ Lemma 1: In transposed table TT, a rowset S is
closed iff it can be represented by an

intersection of a set of tuples, that is:
Acrst.S=1I)=N I(lij})
where i, € I, 'mdl {11 il}

€®Lemma 2: Given a rowset S in transposed table TT,
for every tuple i; containing S, which means i,
EII(S), S#Nr({i;}), where i (= i(S), then S'i i5 not
closed

€®Lemma 1 and Lemma 2 are the basis of our
closeness-checking method.

Skip-rowset

+ The so-called skip-rowset is a set of rids
which keeps track of the rids that are
excluded from the same tuple of all of its
parent tables.

+ When two tuples in an x-excluded
transposed table have the same rowset,
they will be merged to one tuple, and the
intersection of corresponding two skip-
rowsets will become the current skip-
rowset.
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merge of x-excluded
essmme - ANSPOsed table

itemsct rowsct
ar 1.2.3
Uy 1.2.3. 4
c1 1.3
ca z. 4
ds 2.3.4

Table 4.1 TT|sy with skip-rowset

itemset |rowset | skip-rowset

+ When we got TT|54 from its

parent TT|5, we excluded rid 4
from tuple b1 and d2 respectively.
The first 2 tuples have the same
rowset {1, 2, 3}. The skip-rowset
of this rowset becomes empty

v
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o L2 because the intersection of an

b 123 4 empty set and any other set is still

F—— y empty.

- If the intersection result is empty,
Table 4.2 TT|54 after ¥ . q
i (54 after merge it means that currently this rowset
fomset | xowset | shiprovser is the result of intersection of two
mby | 123 tuples. Therefore, it must be a
1.3
N closed rowset.
d; 2.3 4
Table 3.2 TT“‘ Table 4.2 TT|54 after merge
TD—CI ose itemset rowset itemset | rowset skip-rowset minsup =2
[ 2 a; by 1.2.3
Algorvithm FD-Cilose
Input: Table 7. and minimum support threshold. minseg €1 1.3
%ll:l:u:;[:-A complete set of frequent closed patterns. FCP d; 2.3 4
B 1. fransfolin T into transposed table TT
2. Initialize FCP =< and excludedSize = O SRSl i) @
3. Call TopDownMMine(TT| «. minsup. exclidedSize) ‘4’*/_:(42- ‘5431

Subroutine TopDownMine{ 7T.. cMinsup. excludedSize)

Method:
1. Pruning 1: if excludedSize == (n—minsup) return:
2. Pruning 2: If the size of T7]. is 1. output the
corresponding itemset if the rowset is closed, and
then return.

3. Pruning 3: Derive 77, ., and 77, ", where
v is the largest rid among rids in tuples of T7..
TTl.’ = {tuple ;| & = TT|. and r; contains w}i.
TT ey = {tuple # | & = TT|x and if # contains .
size of f; must be greater than cMinsup’}
Note. we delete 3 from both TT|yuy, and TT|,

4. Output: Add to FCI itemset corresponding to
cach rowset in IT],., with the largest size k and
ending with rid /.

h

Recursive call:
TopDown©M©Mine(TT oy cMinsup. excluedSize+1)
TopDownMine(TT|." . cMinsup—1. excluedSize)

Figure 4.1 Algorithm FD-Ciose
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Figure 3.3 Excluded row enumeration tree

Table TT|543
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+ Compare the FPclose is a column
enumeration-based

FPclose.

and

algorithm, which won the
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Figure 5.4 Runtime for D10000T100C10

Figure 5.5 Runtime for D4000T150C10
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taset,

. Conclusion of attributes of each data set, T# for number
of tuples, and C# for cardinality, the number
of values per dimension (or attribute).

+ In these experiments, D# ranges from 4000
to 10000, T# varies from 100, 150 to 200,
and C# varies from 8, 10 to 12.
T " _/ T S b [ S
1 " mi:‘;up ) : ’ ; mir:;up ’ : ’ : “minﬂsup ) ' : ; N I;'Iinsu; ' :

Figure 5.7 Runtime for D4000T100C12
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Conclusion

+ Existing algorithms, such as Carpenter, adopt a

bottom-up fashion to search the row enumeration
space, which makes the pruning power of
minimum support threshold (minsup) very weak,
and therefore results in long mining process even
for high minsup, and much memory cost.

To solve this problem, a top-down style row
enumeration method and an effective closeness-
checking method are proposed in this paper.
Several pruning strategies are developed to speed
up searching.

Both analysis and experimental study show that
this method is effective and useful.

Future work

+ Integrating top-down row enumeration
method and column row enumeration
method for frequent pattern mining from
both long and deep large datasets.

+ Mining classification rules based on
association rules using top-down
searching strategy.

Questions

?
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