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Abstract

This paper presents a system developed with off-the
shelf components which will be used to study human-
robot cooperative tasks from tele-manipulation to super-
visory control. The approach enables the design to be
modular and flexible, thus presenting an upgradable lab-
oratory and test bed for prototyping autonomy-enhanced
and supervised-control activities for Space-Analogue Mo-
bile Manipulation.

1 Introduction

Mobile manipulators are relatively complex to de-
sign and build because of the big share of temporal, eco-
nomic, technical and human resources employed. This
paper presents a system developed with off-the shelf com-
ponents. The goal of this project is provide a plat-
form to study human-robot cooperative tasks from tele-
manipulation to supervisory control for space applica-
tions. Usually the robot development is targeted towards
the application and deployment of the robot itself while
leaving the design and validation of tasks and activities to
be done in simulations or in exact replicas of the robot.

While an accurate simulation is a good tool to verify
some functionalities, in most cases the algorithms need
to be also verified on the prototype. Working with ex-
act replicas is resource intensive. One way to avoid these
shortcomings is to use a general approach when designing
the tasks and activities, such that they can be tested in a
generic test-bed.

It is important to design and not merely put together
available modules in the same way a plan is needed to
tackle a problem or develop a project. By putting together
hardware without having a design, the risk of stumbling
into problems in the future increases. Most of the major
problems can be avoided since the beginning by consid-
ering critical and desirable features and their trade-offs.
This pays-off later in the course of the project when the
goals become more complex and the design is robust and
tolerant because there is a clear notion of the advantages
and limitations of the developed system.

In order to build a platform that is accessible to many
research institutes, we propose using off-the-shelf compo-
nents. Building an off-the-shelf component-based system
enables the design to be modular, flexible and upgradable
while not requiring particular technical skills in specific
domains. The resulting test-bed can be used to prototype
autonomy-enhanced and supervised-control activities for
Space-Analogue Mobile Manipulation (e.g.,planetary ex-
ploration and on-orbit servicing). Moreover, the approach
enables universities to work on the challenging problems
and develop algorithms which can later be transferred to
space applications. The developed solutions are generic
enough to be used then on any platform with minor trans-
ferring and translation work.

The system was built without the use of a specialized
engineering facility; it is integrated by off-the-shelf com-
ponents for the mobile base, arms, computation, sensing
and power systems. A distributed software system was
designed and implemented. Most of the design freedom is
among the multitude of choices for computer components
and various battery types and chemistries. There are some
choices for mobile bases and a few different commercial
robot arms that would fit. With a proper design for power
and hardware components, many issues that cannot be ad-
dressed in simulations, are addressed.

Because of the complex nature of some tasks, full au-
tonomy is work in progress. Some of the tasks are dif-
ficult enough that require supervised control from a user
despite of its potential automation. This can be achieved
by working with an accessible platform instead of deploy-
ing a solution directly in the field. The gulf between au-
tonomous robot control and master-slave tele-operation is
yet to be overcome by easing the task design and simula-
tion of the autonomous control and by reducing the costs
of communication delays and interaction [26] over the op-
erators [28].

Following this introduction, Section 2 presents a short
survey of systems similar or related to the one presented.
Section 3 outlines the design. The system integration and
preliminary tests are presented in Section 4 to finally con-
clude in Section 5.



2 Related Work

Mobile manipulators appear in several research areas
including, but not limited to, humanoid robots, human-
robot interaction, rehabilitation, assistance and space ex-
ploration. Although these areas are not directly related
to space robotics, they are relevant to our paper for their
mechanical design insights.

Robonaut [3][6][14], Rollin’ Justin [7][8][25] and
EUROBOT [13] are three dual arm manipulators targeted
for space applications. All are custom engineered, and
even EUROBOT has both of its versions (wet and space)
customized. While Robonaut and Rollin’ Justin have mo-
bile rolling bases, EUROBOT features a leg as a means of
locomotion. All of them have been engineered through a
long lapse of time. All of them are designed in general
for space applications. Justin and Robonaut are more fo-
cused towards planetary exploration while EUROBOT is
towards on orbit servicing.

Another group of robots that are relevant to this work
comprise Golem Krang [31], uBot [11][12][32], PR2 [33],
ARMAR [2][4], WENDY [23], and ISAC [18]. They are
all dual arm mobile manipulators like Robonaut, Rollin’
Justin, and EUROBOT, but they have different applica-
tions such as caretaking, home assistance or general dual
arm manipulation research. These projects provide some
substantial research on dual arm mobile manipulation that
can be taken into consideration when generating a general
framework for the system.

Finally, a third group encloses DEXTER [24],
DOMO [15], Cardea [9], HERB [30], EL-E [19],
UMAN [20] and PowerBot [1]. All these robots are rel-
evant because of either their contribution or their char-
acteristics and main research focus. Some of these
projects center on bimanual manipulation such as DEX-
TER and DOMO, while others center in mobile manipu-
lation (CARDEA, HERB, EL-E, UMAN and PowerBot).
In particular, HERB provides insight on how to integrate
off-the-shelf components to achieve a working system.

3 Design

Nimble human-like dimensions and capabilities are
desirable for interacting with humans. It is easier to design
a task considering how a person would do it. Moreover, it
is desirable to have an agile mobile dual whole-arm ma-
nipulator capable of contact manipulation, in order to de-
sign tasks taking advantage of its dynamic capabilities.

There are several arms and mobile platforms commer-
cially available, but few are compatible and suitable to
combine. Usually, arms have their power electronics de-
tached from the main body and in general for robots, the
control software is sometimes proprietary and closed. It is
desirable then to consider this aspects when selecting the

modules. It is even possible to take the off-the-shelf com-
ponent integration to a lower level and build the mobile
base or the manipulator with commercial modules [29].
As in every design task, there are several trade-offs and
decisions to be made regarding the capabilities and con-
straints when selecting them. It is important to differenti-
ate which constraints are critical and which are desirable
then find hardware that can meet these constraints.

Off-the-shelf component integration has both advan-
tages and disadvantages compared to custom design and
out-of-the-box complete platforms. Some advantages are
as follows:

• It saves time.

• It has state-of-the-art components without possessing
the engineering expertise to create every detail.

• The performance of each purchased subsystem is
well defined at the outset of integration.

• The capabilities of the system can be personalized,
w.r.t.out-of-the-box systems.

Some drawbacks are as follows:

• Subsystems may not be combined in an optimal way.

• Detailed information and source code may be propri-
etary and not available.

• Opportunities for developing new state-of the art
parts are missed.

• Potential difficulty exists in maintaining complex
modules and parts.

Because off-the-shelf design considers hardware that
might not fulfill the exact need, there are also several vari-
ables to take into consideration when making a choice
about which option to use (some of the features may even
conflict with the objective). In case of the arms, the char-
acteristics that vary include payload, sensing, geometry
and workspace; in case of the mobile base, the payload,
autonomy and control features; for on-board computers,
there are even more alternatives.

The following subsections outline the chosen hard-
ware and some of the modules that will be included, power
requirements for the systems on-board the robot, compu-
tational hardware, and the software approaches and frame-
work.

3.1 Hardware and Spatial Configuration
In this case, the desired outcome is a platform

for evaluating and prototyping semi-autonomous tele-
operated manipulation tasks. A two arm system is consid-
ered because some of the applications of the robot require



to explore bimanual and whole-arm/body manipulation.
Another important characteristic is that the arm should
have no or minimal external components (e.g., amplifiers),
i.e., it should be self contained. It is also important that the
arms are backdrivable as some applications involve hu-
man interaction. Regarding the mobile base, it should be
sturdy and have a high payload capacity, and we prefer
a compact size for increased maneuverability. Moreover,
the arms should be preferably mounted at a height making
the workspace of the arms reside at the level of a common
office desk (approximately 75 cm from ground level).

Currently, the design integrates two Barrett WAM
(Whole Arm Manipulator) arms atop a Segway RMP mo-
bile platform; see Fig. 1. The WAM is appealing due to
its low total and moving mass, backdrivable joints, high-
efficiency cable transmission (in turn, it may raise the need
to exchange worn cables periodically), integrated motor
controllers and amplifiers into the joint motors, and open
interface and source code for control. The Segway RMP
base is appealing for its significant payload-to-weight ra-
tio, moderate dimensions, and market-proven design.

Figure 1. CAD model of assembly

The WAM, unlike conventional arms, is designed to
exert contact with the end effector and also with any sur-
face of the links to grasp objects, for instance, for greater
force and contact area. Example of this is between the
forearms (Fig. 2). By mounting the arms vertically at a
90◦offset, the workspace resembles that of a human [21],
i.e., there is no overlapping space on the back. There is
a substantial overlapping workspace for two-arm interac-
tion in the front (shown in Fig. 1). A lightweight mount
was built from plywood for this purpose.

The arm assembly can be set either at the height of the
standard Segway platform to optimize reach at a height of
70 cm above the ground level. This configuration allows
the robot to lift some large objects from the floor, as shown
in Fig. 6. Alternatively the arm assembly can be set just
above the Segway fenders on a shortened mount to im-
prove the reach for manipulation of objects on floor level.
The overall dimensions of the robot are comparably com-
pact. However, the arm configuration makes the shoulders
slightly wider than a standard single door frame.

The computers and batteries are placed in the space

Figure 2. WAM whole arm contact manipulation

between the wheels on the Segway. The current configu-
ration consists of two PC computers for vision and sens-
ing and one pc104 computer integrated into the arm for
motion control. A 4-port wireless router connects the on-
board computing with a local ethernet and allows user-
control via wireless ethernet. Fig. 4 illustrates a hardware
diagram for all the subsystems of the robot (On-board on
the right, and User/Remote on the left). Fig. 3 shows the
spatial arrangement of the modules within the robot.

Figure 3. 2WAM arms, forearm carmeras,
pan-tilt unit with stereovision, comput-
ers and power integrated on Segway
RMP

Figure 4. Hardware setup.



Table 1. Power Specification for the system
Subsystem Idle Typical Peak

WAM 4 DOF 18W 28W 600W
2 Computers 70W 150W 190W
Cameras etc ≤10W <10W ≤ 10W

Segway RMP Integrated battery
TOTAL ≤ 125W < 250W ≈ 1400W

Table 2. Specification of the power source
for the robot.

Characteristic Needed Achieved
Running time idle 5 hours 9 hours

Running time typ load 3 hours ≈ 4.5 hours
Nominal Voltage ≥ 100V 144V

Peak Discharge Current 11A 25A
Peak Load 1.5KW 3.6KW

Total Power 100V × 6Ah= 144V × 8Ah=
(batteries) 600 Wh 1152 Wh

The robot will support research in visual and force-
based tele-operation. The system considers two sets of
cameras, namely Arm Tracking and Stereo Camera. The
former group are those cameras that will be mounted on
the fore-arms while the latter are the ones are mounted on
the pan-tilt turret atop of the two arm configuration. Both
sets of cameras can be used for visual servoing (Eye-in-
Hand configuration with the Arm Tracking set and Eye-
to-Hand with the Stereo Camera set). Additionally the
cameras will also be used to feed the visual information
to the 3D modeling of the environment for navigation and
manipulation purposes.

3.2 Power
A mobile manipulator contains numerous subsystems

that need to be powered. For a less complex system, the
most convenient solution is often to buy independently
battery-powered subsystems, e.g., laptops, powered sen-
sors, etc. However, for more complex systems, it is better
to minimize the number of systems that need to be sepa-
rately charged and to equalize run-time of the subsystems.
This favors a single-power-source system and power bus
configuration. The modules in this design use universal
AC/DC line voltage power supply units. This adds the
convenience of direct switching between AC line voltage,
and battery power. The purpose of having batteries is to
make the robot self-contained and investigate prioritiza-
tion of power use, i.e., evaluate the cases when the power
on-board the robot is limited. This puts the system’s con-
ditions closer to an actual deployed robot.

The main power needs are listed in Table 2 and the
power consumption for idle, engaged and peak stages is
shown in Table 1.

Table 3. Power consumption of different
computer solutions evaluated. The
two frequencies indicate the min (idle)
and max frequencies (engaged) in Intel
“Speedstep” automatic CPU frequency
adjustment. The Shuttle Zen lacks
Speedstep.

Machine Shuttle Thinkpad mATX ATX
Zen X61 G33 I975

CPU freq GHz NA/3.2 0.8/2.4 2/2.67 1.6/2.4
Etching 90nm 45nm 45nm 65nm

Cores 1 2 4 4
Peak Std Volt 110W 53W 115W 120W

Peak UnderVolt 90W 48W 96W NA
Idle 57W 16W 35W 68W

Efficiency
MOPS/W 127 346 346 314

Lead Acid, NiCd, NiMH, and LiION batteries were
evaluated considering capacity, energy density, depth of
discharge, inner resistance, maximum charging cycles,
price and robustness (tolerance to overcharge, deep dis-
charge, mechanical shock and impacts). NiCd were se-
lected because they combine robustness and low price.
The power source uses four 36 V 8 Ah High Capacity
NiCd packs in series. This powers the entire system ex-
cluding the Segway RMP. The system has been tested to
run until deep discharge of the batteries.

3.3 Computing Hardware

The computing power on-board of lab robots ranges
from specialized embedded computers to standard lap-
tops. One popular choice of the former are the PC104
type because of its expandability options and generic x86
architecture. Although appealing, the tradeoff is that these
boards are not designed for high-end computing and do
not feature the most powerful recent processors. This is
inconvenient when processing high bandwidth data (such
as vision or multiple sensor data). Laptops on the other
hand, have processors almost as powerful as workstations
and are already integrated into small packages. The trade-
off is expandability because of the high level of integra-
tion.

The middle ground is selecting a suitable desktop
Mother Board and configuring a computer with a high-
end processor. The main advantages of selecting such so-
lution are expandability and the option of tuning the com-
puting system for optimizing power consumption. More-
over, desktop processors usually feature more cores (most
high-end laptop processors feature 4 cores; desktop com-
puters feature 4, 6, and even 8 cores). Table 3 shows a
comparison of the tested systems.



The on-board computing system will consist of two
(currently only one) mATX PC based Foxconn G33M-S
Mother Boards featuring Intel XEON processors and low-
power integrated graphics. These are fit into standard 13”
cases. If higher performance is needed, an Intel Core i7
solution could be used. These high-performance PCs are
dedicated to information processing and running the high-
level control of the mobile base. In addition to the two
high-performance PCs, there are two (desirably just one)
computers (a Shuttle ZEN and a PC104) running a real-
time operative system to control the arms.

Two IEEE1394b boards were incorporated for im-
age acquisition. The images are received from four
high-frame-rate PtGrey Grasshopper tracking cameras
(MONO8, image size of 640×480 pixels captured at
60 Hz) mounted on the pan-tilt unit and the forearms.

3.4 System Software
It is almost inevitable that different system compo-

nents use different computational architectures when us-
ing the off-the-shelf approach. One way to cope with these
differences is to employ a solution that takes care of uni-
fying the computational power. One such solution is the
Parallel, Virtual Machine (PVM) [16]. PVM unifies dif-
ferent computers on a network into one logic processing
entity. This both solves the problem of differences in ar-
chitecture and enables to distribute the video processing
task over the available computing resources. This is im-
portant in particular for vision, as processing video on a
single computer would be too taxing.

Software should be developed within a framework to
guarantee robustness, flexibility, maintainability and plat-
form portability. The software for this system is built upon
a component-based approach [10] not only in hardware
but in software as well. Using this framework ensures
tolerance to hardware (configuration changes, new sen-
sors, . . . ) and software (new drivers, applications, . . . )
updates.

Fig. 5 shows the software architecture. The principal
building blocks are shown as solid boxes, and they are
grouped into semantic groups. These groups are defined
in terms of the functions they cover. This grouping gives a
better understanding of the information flow in the system
(a more complex diagram organized as in [10] is possible
but it will be more complex as each module includes from
the driver to the application). In this diagram the safety
daemons are omitted for better illustration purposes. By
including the approach in [5], robustness and safety of the
system is ensured. This is an extensible framework (using
reuse and modularity) to systematically test software.

The overall architecture of the software follows a
master-worker architecture. One master process controls
several worker processes, each of them operating a dif-
ferent component of the robot. In general, we use li-

Figure 5. Software setup.

braries that are written in C/C++ (such as XVision [17]
and ViSP [27] and accessed with a scripting interface. At
the moment, MATLAB and its mex scripting are used for
convenient prototyping. Other scripting languages such as
Python will be used in the future as an interface to the un-
derlying C/C++ libraries. Using a scripting language, en-
sures that the functional modules run efficiently in C/C++,
while scripting enables fast and high-level prototype de-
velopment.

Processes are usually run in different places depend-
ing on the nature of the process itself. Vision-related and
high-demanding processes are run on the PCs while time-
critical control of the arms runs on the PC104 or the Shut-
tle computers. Safety daemons, will be run in each sub-
system to monitor the conditions of operation and prevent
undesired behaviors.

4 System Integration and Test

In this system, all the major computation is done on-
board the robot, whereas the visualization and task speci-
fication is processed on the user side. The commands are
then sent over to the robot through the wireless link. All
the computations that are critical to ensure a transition to
a stable state are run on-board. Visualization is done on
the user side as it makes more sense to run the process
as close as possible to the output screen to avoid lag in
the visualization. In fact, this platform will be used for
predictive display research.

The robot was programmed to pick up a box off the
floor as shown in Fig. 2. First, taught trajectories were
recorded. These trajectories were later replicated to lift
the box. The WAM arms are taught through direct human
contact interaction with the arms. To the moment, this test
was performed in open loop. In future work the task will
be performed using visual servoing to close the loop.



Figure 6. Two arm manipulation: Lifting a box

In this test, the computation was distributed across the
on-board computing systems. One of the PCs ran a worker
process to control the mobile base and a vision worker.
The PC104 and the Shuttle were each running a control
worker process for each WAM arm. On the user side, the
control of the system is generated on a laptop connecting
to the robot’s wireless network.

5 Conclusions

Previously, only those with access to engineering fa-
cilities and expertise were the only ones able to build
a mobile manipulator. The availability of lightweight
self-contained robot arms, such as the WAM, makes it
possible to integrate such a system using commercially
available components (computing systems, batteries, dis-
tributed computing software, . . . ).

Only a small number of dual-arm mobile manipula-
tors have been built. However they could reach a much
wider audience if built from off-the-shelf components.
This enables a broader audience to do research, perform
tests, and validate task designs. The objective of this sys-
tem is to provide a means to design autonomous tasks for
robots working in remote environments such as in plane-
tary exploration or in on-orbit-servicing.

In future work the mobile manipulator will be used
to research semi-autonomous vision and contact-sensing
behaviors in tele-robotics. The main idea is to use higher
level routines to relieve the tele-operator from tedious de-
tailed motion control(moving from motion level to task
level). Furthermore this approach is likely to be less sen-
sitive to the inevitable time delays in tele-manipulation
and at the same time it becomes more robust to variations
in the task. This latter poses new challenges which need
to be addressed to ensure tolerance and robustness of the
overall system.

A Phantom Omni haptic device will be used to fa-
cilitate tele-robotic control of the WAMs. This has been

already tested on one arm but is yet to be extended to both
arms in order to provide straight-forward tele-operation.
Using the Phantom, we can directly tele-manipulate the
joint angles of the WAM or use it as a teaching input to
create primitive motions. Our last objective is to issue de-
ictic commands, using a visual interface in a hand-held
device or a workstation. This is the same as instructing a
peer to do certain task only by a minimal, high level de-
scription.

Including new items such as sensors, processing units,
actuators or behaviors (in software) is greatly eased by the
modular approach in software and hardware. Developing
software or modifying the configuration of the robot be-
comes a fast and simple task.
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