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Boosting: A powerful procedure that combines the outputs of many “weak” classifiers to produce a
“strong” classifier.
Consider binary classification problem:

Ye{-1,1}
X input variables

h(x): a classifier produces a prediction taking one of the values {—1,1}

Training data: {(wl,yl), SR (JUN,Z/N)}

Error rate on training samples
1 XN
oI = ;:1 I(y; # h(z;)

Expected error rate: Ex yI(Y # h(X))

“Weak” classifier: a classifier whose error rate is only slightly better than random guessing.

The purpose of boosting is to sequentially apply the weak classification algorithm to repeatedly modified
versions of data, thereby producing a sequence of wek classifiers h,,(z),m = 1,---, M. The predictions from
all of them are then combined through a weighted mojority vote to produce the final prediction:

M
h(z) = sign <Z ﬂmhm(m)>

here B, -- -, Bu are computed by the boosting algorithm.
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Figure 1: Classifiers are trained on weighted versions ofthe dataset, and then combined tp produce a final
prediction.



AdaBoost (Freund and Schapire 1997)

1. Initialize the observation weights w; = &,i=1,---, N

2. Form=1,--- M

(a) Fit a classifier h,,(z) to the training data using weights w;
(b) Compute

SN wil(y; # h(z;)
Zéil w;

err,, =

(c) Compute By, = 1 log (%)
(d) Set
wie Bmif hy(z) = y;

: i=1,---,N
wiePm A by (z;) # i !

W; 4= w; €xp [— 5myihm($i)] = {
, and renormalize so that Zfil w; = 1.

3. Output h(z) = sign (szl Bmhm (a:))
Note: Line 2b, “Weak” learner: err,, < 0.5

(1 —erry,)

err, < 0.5 = 1—err,, > 0.5 = >1=(,>0

m

This means in Line 2d, at step m, those observations that were misclassified by the classifier h,, 1(z)
induced at the previous step have their weights increased, whereas the weights are decreased for those that
were classified correctly.

Toy example: decision stumps (http://www.cs.princeton.edu/courses/archive/spring04/cos511/boost-
slides.pdf)

There are many ways to derive and explain AdaBoost algorithm, such as gradient descend, game theory,
linear programming, maximum generalized entropy, dynamical systems et al. Here we show that AdaBoost
fits an additive model in a base learner, optimizing an exponential loss function.

Exponetial Loss and AdaBoost
Define:

e Loss function L(y, f(z)) = exp(—yf(x))

e A set of basis functions h(z;0,,),m =1,---,L
o f(@) = Xres Brh(;6m)

Optimization problem:

min Y L(yi, Y Bmh(i; 0m)) (1)

Bm ,0m
=

Computationally “hard”, try to approximately solve it.
Define fr(z) = fm-1(z) + Bmhm(z). Using the exponential loss function try to solve

N

(B han) = argmin 3 exp | = yi( fm (2) + Bh(z)) (2)
=1



for the classifier h,, and corresponding coefficient 3, to be added at each step. This can be expressed as:

N
(Bms hm) = argmin} | wi™ exp [ - b’yih(w))] (3)
=1

with w{™ = exp(—y;fm_1(z;)). Since each w™ depends neither on 8 nor h(z), it can be regarded as a
K3 2

weight that is applied to each observation. This weight depends on f,,—1(x;), and so the individual weight
values change with each iteration m.

The solution to (3) can be obtained in two steps. First, for any values of 8 > 0, solving (3) for h,,(x) is
equivalent to solving

hm:argmhin e P Z w§M>+eﬁ Z w§m> )
yi=h(z;) yi#h(z:)

The criterion in (4) in turn can be written as

N N
(O~ e M) S wf™ Iy # b)) +e 0 3 wl™ ®)
i=1 =1
Thus we have
al (m)
By = argmfjn; w;" I(y; # h(z;)) (6)

which is the classifier that minimizes the weighted error rate in predicting y.
Plugging this h,, into (3) and solving for § one obtains

i = 5108 (S o) (7

2 err,,

which err,, is the minimized weighted error rate

Eijil wz(m)‘[(yi # hp(x;)

err,, = ~ (8)
2im1 wz(m)
The approximation is then updated
fn(z) = fr-1(®) + B ()
which causes the weights for the next iteration to be
w{™  w{™ exp [ — Bmyilm (wi)] 9)
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