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ABSTRACT
Fine-grained occupancy information is essential to improve human
experience and operational efficiency of buildings, yet it is quite
challenging to obtain this information due to the lack of special-
purpose sensors for occupancymonitoring, and insufficient training
data for developing accurate data-driven models. This paper ad-
dresses this challenge by (a) utilizing recurrent neural network
models to uncover latent occupancy patterns in individual rooms
from trend data available through the building management sys-
tem, and (b) applying a domain adaptation technique to transfer
existing occupancy models trained in a controlled environment
(i.e., the source domain) to another environment (i.e., the target
domain) where labelled data is sparse or non-existent. We adjust
the model parameters based on the apparent differences between
the two environments and apply the adapted model to estimate
the number of occupants in the target domain. Our results from
two test commercial buildings in two continents indicate that the
adapted model yields only slightly lower accuracy than a model
that is originally built on the target domain given a large amount
of labelled data. Furthermore, we study how much labelled data is
required from the target domain for the semi-supervised domain
adaptation technique to achieve promising results.

CCS CONCEPTS
• Information systems → Data mining; • Computer systems
organization→ Sensors and actuators.

KEYWORDS
Smart building, occupancy detection, domain adaptation, recurrent
neural networks

1 INTRODUCTION
Buildings host complex Internet of Things (IoT) systems comprised
of a multitude of networked sensors and actuators with a variety
of different access methods and protocols, such as BACnet, Ether-
net, WiFi, ZigBee, and Bluetooth. For example, a typical medium-
sized commercial building contains hundreds of programmable
thermostats, carbon dioxide sensors, power meters, and motion
sensors that collect large volumes of data and serve different pur-
poses in Heating Ventilation and Air Conditioning (HVAC), lighting,
electrical, and security subsystems of the building. The sensor data
is transferred to a BuildingManagement System (BMS) that archives
this data, monitors the building subsystems, controls indoor cli-
mate within a specified range, and alarms building managers in the
event of a fault or a malfunction. In addition to the energy man-
agement and comfort functions of traditional BMS, several smart

building applications rely on the trend data available through this
system to improve human experience, operational efficiency, and
sustainability of the built environment [2, 38].

While multiple systems have been developed in recent years to
enable interoperability and portability of building applications [8,
15, 36], even well-established analytics and control applications
do not get deployed at scale today. This is primarily because most
applications rely on models (for occupancy, comfort, heat transfer,
etc.) that are developed and validated in a small number of test
buildings and do not work well in other buildings. Thus, to achieve
scalable deployments of building applications across the building
stock, it is necessary to automatically update or adapt these models
to the new buildings.

This paper focuses on developing and adapting high-accuracy
models for estimating the number of occupants in every room in a
commercial building equipped with a BMS. Occupancy is one of the
main factors determining the energy use in buildings. Recent stud-
ies suggest that incorporating fine-grained occupancy information
(i.e., presence and count) in building controls can significantly im-
prove human experience and operational efficiency of HVAC [1, 3],
and lighting systems [33]. Nevertheless, it is quite challenging to
develop accurate occupancy models in a building due to (a) the lack
of special-purpose sensors, such as cameras, for occupancy moni-
toring, (b) the highly uncertain and complex nature of occupancy
dynamics in the built environment, and (c) the lack of sufficient
amounts of labelled occupancy data.

There are two main approaches to determining occupant pres-
ence and count in the built environment. The first approach builds
high-dimensional thermal transfer models (such as the resistive-
capacitative model [37]) and use them to infer the internal heat
gain in individual rooms and attribute them subsequently to the oc-
cupants and appliances [35, 43]. These models must be customized
for each room based on its size, layout, and the building envelop;
hence, they cannot be simply used to distinguish the effect of occu-
pancy from other confounding effects. The second approach builds
data-driven models to determine occupant presence and count in
the many rooms in a building [3, 5, 6, 23]. These models are easier
to build and can substitute complex physics-based models with an
insignificant loss of prediction accuracy [44]. However, developing
such models requires an extended training phase and a significant
amount of labelled occupancy data, which is not normally available
for different rooms and buildings.

Our approach is to build data-driven occupancy models using
the trend data, e.g., measurements of carbon dioxide and damper
position sensors, which are readily available through the BMS in
most commercial buildings. Since training these models requires
an abundance of labelled occupancy data, we investigate the use



of a semi-supervised domain adaptation technique to transfer oc-
cupancy models that are built in a controlled environment where
sufficient labelled data is available to an environment where little or
no labelled data is available. We study this problemwhen the source
and target domains are in the same building. The contribution of
this paper is threefold:
• We develop accurate data-driven models for occupancy
estimation when sufficient ground truth data is available.
Training these models requires only HVAC sensor data and
weather data, and they are capable of describing the complex,
nonlinear relationship between historical sensor data and
the number of occupants, and the temporal dependency of
the occupancy data.
• We adopt semi-supervised and unsupervised domain adap-
tation techniques to reduce the amount of ground truth data
required for developing a well-suited model.
• We evaluate the efficacy of these models in different settings
and study how the prediction accuracy would change with
the amount of available ground truth data.

The rest of this paper is organized as follows. Section 2 describes
related work on occupancy modelling and existing domain adapta-
tion applications. Section 3 explains how occupancy information
can improve building operations, shows the feasibility of estimating
the room-level occupant count from the available trend data, and
provides a high level overview of the two recurrent neural network
models used in this work. Section 4 describes our data sets and
defines the proposed methodology for training and adapting the
occupancy models. Section 5 explains the evaluation results, and
Section 6 presents discussion points and suggests directions for
future work. The paper is concluded in Section 7.

2 RELATEDWORK
2.1 Monitoring Occupant Presence and Count
Several attempts have been made to date to monitor building occu-
pancy using wired and wireless sensor networks. For example, mo-
tion sensor data is fused with data from magnetic reed switches [1],
thermal sensor arrays [9], carbon-dioxide sensors [24, 35], cam-
eras [16], and other ambient sensors [29] to estimate the room-level
occupancy state (viz. occupant presence or count). In recent work,
a custom sensor tag has been designed which integrates and fuses
a large number of sensing modalities [28]. This general-purpose
sensor enables monitoring occupancy along with several other
environmental facets. Nevertheless, all these systems require hard-
ware retrofits, posing many challenges from sensor placement and
calibration to ensuring that the sensors have a reliable network
connection and power supply. Moreover, some of them utilize sen-
sors that are recognized for being privacy invasive (e.g., cameras
and microphones) and carry a heavy deployment stigma.

To address these limitations, a growing body of research fo-
cuses on the opportunistic use of existing building infrastructure
to monitor occupancy, when possible. For example, the wireless
networking infrastructure is leveraged in [7, 13, 34, 40, 46] to esti-
mate the occupancy state of different spaces in a building. Similarly,
building occupancy is inferred in [18] leveraging the wireless net-
working infrastructure, and security and access control systems.
More recently, measurements of the room temperature, and damper

and valve position, which are parts of the HVAC system, are used
to infer the occupancy state of individual rooms [3, 19]. These
techniques have two major shortcomings. First, they achieve an
acceptable level of accuracy only if physical sensors are installed in
suitable locations in the building. Second, modelling occupancy us-
ing these techniques requires an abundance of labelled occupancy
data collected from the same environment. It is quite challenging
to obtain labelled data as it requires substantial manual effort or
reliable video-based systems which are costly and intrusive.

2.2 Domain Adaptation
Domain adaptation seeks to learn from one or multiple source do-
mains a model that performs well on a related target domain. It is
assumed that the source and target domains are associated with
the same label space. Domain adaptation has been used extensively
in computer vision and natural language processing [42]. The early
applications of domain adaptation can be traced back to 1990s [11].
In recent years, domain adaptation has been applied to the image
translation problem. Reference [45] develops two conditional Gen-
erative Adversarial Networks (GANs), one to translate an image
from the source domain to the target domain (Y ← f (X )), and
another one to translate it from the target domain to the source
domain (X ← д(Y )). The two networks are trained to minimize the
difference between X and д(f (X )), enabling translations such as a
zebra to a horse or a photo to aMonet painting. Reference [25] trans-
fers both texture and geometrical properties of an image, enabling
them to successfully transform a chair to a car or a vehicle to a
human face. Reference [17] employs a domain adaptation technique
to build a Convolutional Neural Network (CNN) model for image
recognition on a large set of car images drawn from e-commerce
websites and Google Street View. In a different line of work, Refer-
ence [14] uses domain adaptation to find the common embedding
between two languages to perform an accurate translation.

Despite the extensive literature on domain adaptation, little work
has been done to investigate whether it can be applied to data
collected by IoT devices which are possibly deployed in different
environments. To our knowledge, Reference [5] is the only paper
that utilizes domain adaptation to determine the number of occu-
pants in a room by using carbon-dioxide measurements from this
room and a large cinema. It proposes a human occupancy counter
which employs an accurate occupancy model trained with mini-
mum labelled data. This model is developed in a small room and
then adapted to a larger room (a cinema with a seating capacity of
279 people). The authors develop a seasonal decomposition model
which captures the nonlinear relationship between carbon dioxide
and occupant count. This model has four components which are
trained in the source domain and then adapted to the target domain.
They show that it is possible to achieve a higher accuracy with the
adapted model on the target domain. The accuracy they report is
around 90% for binary occupancy detection and 60% for estimating
the number of occupants.

Our work is similar to [5] in that we also leverage semi-
supervised domain adaptation to estimate the number of occupants
with minimum labelled data from the target domain. However, their
approach has several shortcomings. First, they only consider one
feature, which is the carbon dioxide concentration, and build a
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Figure 1: Ground truth occupancy data and measurements of carbon dioxide and damper position over one week in a room in
Building A.

model that only works if this feature is available; hence, it cannot
be extended to other occupancy-indicating features. The carbon
dioxide sensor is not always available in the HVAC system, and it
detects occupancy events after a certain delay since carbon dioxide
builds up slowly. In our test, the carbon dioxide sensor takes about
15 minutes to sense any change in the carbon dioxide concentration
level after an occupancy event. Second, they only study the case
where the source and target domains have the same feature space.
Third, the accuracy of their model is low when it comes to determin-
ing the number of occupants, especially given that they consider
an occupancy estimation as accurate if the absolute differences
between predicted and real occupant counts are less than 5 people.
We address these shortcomings in this work, build recurrent neural
network models that are general enough to be used with an arbi-
trary set of features, and evaluate our algorithm in two commercial
buildings with different features located in two countries.

3 BACKGROUND
3.1 The Importance of Monitoring Occupancy

in Buildings
Occupancy is one of the main factors determining the building
energy consumption. Despite huge variation in occupancy over
space and time, the whole building is often treated as a uniform
environment controlled with a fixed ventilation rate and static
schedules for air conditioning and lighting, thereby wasting a lot
of energy in conditioning and lighting empty or partially occupied
spaces. Thus, controlling HVAC and lighting systems based on
occupancy can result in substantial energy savings and tangible
improvements in occupant comfort.

While most existing building applications rely on the informa-
tion about the binary occupancy state (i.e., occupied or vacant) of
each room, discerning the number of occupants in each room en-
ables even more applications, examples of which are smart lighting,
demand-controlled filtration and ventilation [38], space utilization,
safety and evacuation [27]. The more accurately the number of
occupants is estimated, the better it would be for the application.

3.2 HVAC System and Trend Data
An HVAC system typically consists of one or more Air Handling
Units (AHUs), which supply cool air through ducts to Variable
Air Volume (VAV) systems, each controlling a thermal zone. If a
zone requires cooling to balance the heat gained from occupants,
appliances, and external sources, the VAV unit opens its dampers
to the required extent to allow cooler air to flow into the zone.
Conversely, if a zone requires heating to maintain its operating
point, the VAV unit opens the radiator or reheat valve.

The heating or cooling action of a VAV unit is determined by
a control system which keeps the zone temperature around its
setpoint, while maintaining the required minimum airflow. The
VAV control system monitors the zone temperature, and actuates
the dampers and valves. The BMS typically logs the instantaneous
values of the sensors and states of the actuators.

3.3 Feasibility of Estimating Occupancy using
Trend Data

Figure 1 shows the ground truth occupancy (i.e. the number of
people in the room), the carbon dioxide concentration level, and
the damper position over one week in a room in our test building
(as described in Section 4.1). It can be readily seen that the number
of occupants is large when the carbon dioxide concentration peaks
and the damper becomes half open. Furthermore, it can be seen that
the carbon dioxide concentration is low and the damper is closed
most of the time during the weekend when the room is generally un-
occupied. This implies that these sensors are occupancy-indicating
and it is possible to uncover the latent occupancy pattern of a room
using only trend data available through the BMS and sophisticated
machine learning algorithms.

3.4 Domain-Adaptive Occupancy Models
The basic idea of domain adaptation is to find a common repre-
sentation between multiple domains to make them have similar
distributions. The closer the two distributions are, the better the
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model would perform on the target domain [10]. We define a do-
main to be a certain space in the built environment that we are
interested in determining its occupancy state. It may be a single
room, a floor, or the whole building. We define features as sens-
ing modalities that we use for occupancy estimation, and labels
as ground truth occupancy data in the source domain or target
domain.

There are three classes of domain adaptation: supervised, semi-
supervised, and unsupervised. In supervised domain adaptation,
it is assumed that all data points are labelled in the source and
target domains. Semi-supervised domain adaptation is similar to
supervised domain adaptation with a small difference, that is only
a small fraction of data points are labelled in the target domain. In
unsupervised domain adaptation, we assume that only a fraction
of data points in the source domain are labelled, and the target
domain does not have any labelled data. We compare the accuracy
of models built using these three techniques in this paper.

3.5 Recurrent Neural Networks
Neural networks are computational models inspired by biological
neural networks. They have proven to be useful in extracting pat-
terns and detecting trends in high-dimensional data sets which
cannot be analyzed with other computational models.

There are many variants of neural networks and recurrent neural
networks (RNN) are one of the most popular models to deal with
timeseries data (i.e., sequences of inputs). In particular, an RNN
maintains a state to capture the history of the input sequence,
enabling it to learn complex temporal dependencies. In the last few
years, there has been an incredible success in applying RNNs to
a variety of problems, such as speech recognition [20], language
modeling [31], translation [12], etc.

Long short term memory networks and nonlinear autoregressive
exogenous models are two types of RNNs we adopt in this paper.
Both networks are designed to memorize historical data and
identify trends. We explain them below.

3.5.1 Long Short Term Memory Networks.
Long Short Term Memory (LSTM) networks were first introduced
in [22] and have been widely applied since then to learn long-
term dependencies in data. As depicted in Figure 2, an LSTM cell
is comprised of three gates: an input gate, an output gate, and a
forget gate. Let us denote input and output vectors at time t by
xt and yt , respectively, the cell state vector at time t by Ct , and
weights and biases of the gates byWf ,Wi ,Wo ,WC , bf , bi , bo , and
bC , respectively.

The first (leftmost) gate determines how much the input would
affect the state, or equivalently, how much of the history would be
forgotten given the current input:

ft = σ (Wf · [yt−1,xt ] + bf )

Here σ is the logistic sigmoid function which returns a value be-
tween 0 and 1.

Next, the Sigmoid gate indicates which input (it ) would update
the state at time t , and the hyperbolic tangent function, denoted by
tanh, creates the candidate values that could be added to the state.

Figure 2: The internal structure of a single LSTM cell. Ar-
rows indicate the direction of data flow.

Figure 3: Schematic of an NARX network.

After these two gates the state is updated as follows:

it = σ (Wi · [yt−1,xt ] + bi )

Ct = ft ×Ct−1 + it × tanh(WC · [yt−1,xt ] + bC )

The last (rightmost) gate in the LSTM module computes the final
output. The output is picked from the current state (passed through
a tanh) using a Sigmoid gate to evaluate which value it should
present in the output vector. The final output vector yt can be
computed as follows:

ot = σ (Wo · [yt−1,xt ] + bo )

yt = ot × tanh(Ct )

The current output,yt , is an input to the next LSTMmodule. We use
the backpropagation-through-time algorithm to train this model.

Our LSTM network has one hidden layer which contains 64
cells. The output layer contains one output node representing the
occupancy state and the input layer contains as many nodes as
the number of features in our data set. The cost is computed using
the softmax cross entropy between logits and labels. We partition
data into multiple batches, where the batch size is equal to one day
(from 12:00am to 11:59pm). For each batch, we minimize the cost
using a first-order gradient-based optimization method [26].
3.5.2 Nonlinear Autoregressive Exogenous Network.
The nonlinear autoregressive exogenous network (NARX) is a
nonlinear autoregressive timeseries model with one or more ex-
ogenous inputs influencing the output. It is a powerful model
when it comes to discovering long-term dependencies. We use the
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Table 1: Description of Building A

Room type Study area Lecture room
Room number 1 2 3 4
Seating capacity 36 36 85 85
Var. occupancy 21.7 20.5 67.7 231.9
PAR occupancy 13.7 10.4 10.6 9.0
Min. CO2 level (ppm) 256 268 370.88 304
Max. CO2 level (ppm) 907.52 688 844.8 1384
Area (m2) 125 125 139 139
Max. air flow (m3/h) 3000 3000 4800 4800

backpropagation-through-time algorithm to compute the gradient
for calculating the weights.

The input to this model is the current and d past input
values (xt ,xt−1, · · · ,xt−d ), along with d past output values
(yt−1, · · · ,yt−d ), simulating the memory cell. Feeding previous
outputs to the input layer allows for storing historical data and
helps with learning the long-term dependencies. Figure 3 depicts
the structure of an NARX network.

The state space representation of the NARXmodel can be written
as [30]:

Ci (t + 1) =

{
Φ(u(t),Ci (t)), i = 1
Ci (t), i = 2, · · · ,N

where Φ(·) represents the nonlinear mapping of the neural network,
u(t) represents the past inputs at time t , N represents the total
number of neurons in the model, and Ci , i = 1, · · · ,N represent
state variables of the recurrent neural network. The output at time
t can be computed by y(t) = C1(t).

We use an NARX network with one hidden layer containing 40
nodes. We use the dynamic backpropagation algorithm to optimize
the cost. The model is similar to a simple feed-forward neural
network [32].

4 METHODOLOGY
Our goal is to transfer an existing model built for a room with suffi-
cient training data to another room in the same building, for which
training data is sparse or non-existent. Our hypothesis is that the
adapted model is more accurate than a model that is originally built
on the target domain using limited training data that is available.
In the following, we describe our data set and then present our
domain-adaptive occupancy models.

4.1 Data Set
Our data set is comprised of two commercial buildings located in
two countries, which are referred to as Building A and Building
B, respectively. Both buildings are equipped with a BMS system
capable of logging, trending, and reporting. Building A is a 8, 500m2

campus building at the University of Southern Denmark [4] with
an average of 1,000 occupants on normal weekdays. The building
contains graduate student and faculty offices, lecture rooms, and
study areas. We consider four rooms in this building to develop and
validate the data-driven occupancy models. Each rooms is equipped

Table 2: Description of Building B

Room type Meeting room
Room number A B C
Seating capacity 10 8 10
Var. occupancy count 3.35 1.25 2.27
PAR occupancy count 107.1 89.3 95.1
Min. temperature (◦C) 20.10 20.81 20.74
Max. temperature (◦C) 27.76 25.97 28.39
Relative area 1.2 1 1.2
Number of windows 2 0 2
Max. air flow (L/s) 130 85 130
Min. air flow (L/s) 65 6 65

with high-precision people counting cameras mounted over the
two entrances to record the number of occupants, which is treated
as ground truth occupancy data. Two of those rooms, Room 1 and
Room 2, are 125m2 study areas with the seating capacity of 36 peo-
ple. The other two rooms, Room 3 and Room 4, are 139m2 lecture
rooms with the seating capacity of 85 people. The HVAC system in
this building supplies a maximum of 3000m3/h and 4800m3/h fresh
air into the study areas and lecture rooms, respectively. Table 1
summarizes the information about these rooms, including the vari-
ance and peak-to-average ratio (PAR) of the number of occupants
during the period that data was collected.

Each room constitutes a thermal zone and is controlled by a
separate VAV system. The VAV system uses two sensors, i.e., carbon
dioxide and damper position sensors, in each room to control the
indoor climate. The carbon dioxide sensor samples the carbon diox-
ide concentration level in parts per million (ppm), and the damper
position sensor measures the damper openness in percentage of
fully opened. Both quantities are sampled at one minute intervals
and measurements are archived by the BMS system. The measure-
ments are obtained between March 21st, 2017 and April 6th, 2017
through the API of the BMS system. The ground truth data was
also available for the whole period.

Building B is a four-story office building owned and operated by
PCL Constructors in Edmonton, AB, Canada. It contains 44, 000f t2
of office space, workstations, and meeting rooms. This building
does not have a vision-based system for collecting ground truth
occupancy data. Thus, we only consider three meeting rooms for
which we could extract the number of attendees, time, and duration
of meetings from their calendars. Admittedly, the obtained ground
truth data is not reliable, because people may enter the room before
the meeting starts and may leave before it ends. Moreover, the real
number of attendees may be different from the number of people
accepted the calendar invitation. In any case, this data shows the
overall occupancy trend in each meeting room. Table 2 summarizes
the information about these rooms. Each meeting room constitutes
a thermal zone and is controlled by a separate VAV system. Each
VAV system has several sensors in each room to control the indoor
climate. We obtained temperature, airflow, pressure, and damper
position data sampled by these sensors at 10-minute intervals. We
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obtained measurements between December 18th, 2016 and Decem-
ber 18th, 2017 through the BMS system.

Room A and Room C are corner meeting rooms on two consec-
utive floors of the building with the exact same size and layout;
they have floor-to-ceiling glass on the north and east sides, and 4
diffusers. Room B is an interior room with no window and is on the
same floor as Room A, but has a different layout. It has 2 diffusers.
All meeting rooms have a rectangular conference table with chairs
arranged around it on all four sides. The VAV systems of these three
rooms are connected to the same AHU.

In addition to the trend data, we extend our feature space by
acquiring cloud cover and outdoor temperature for the cities where
Building A and Building B are located using the Dark Sky API [39].
In each case, the weather and climate data are available every one
minute during the intervals that sensor data was collected. We
consider these features when developing a model for perimeter
rooms that have at least one window. This is because the outdoor
temperature and cloud cover (as a proxy for solar irradiance) can
affect the heat load in the room, thereby causing the HVAC system
to respond, for example by opening or closing dampers. It is impor-
tant to make sure that these effects are not confused with the heat
gain due to occupants.

4.2 Preprocessing
Our data set contains noisy and missing values and must be cleaned
before it can be used to build occupancy models. We specifically
identify and remove redundant time value pairs, resample all fea-
tures at the same frequency, and impute missing values using a
simple linear interpolation of neighboring, non-missing values.
Once the data are cleaned, we combine all features for each time
slot and store them in an array data structure.

4.3 Data-Driven Occupancy Models
We develop four data-driven models to predict the number of oc-
cupants in the source domain where sufficient ground truth data
(labelled occupancy data) is available. To this end, we train LSTM
and NARX networks introduced in Section 3.5. These nonlinear
models that have memory, are suitable for uncovering latent oc-
cupancy patterns. We also adopt Support Vector Regression (SVR)
and Logistic Regression (LR) to estimate the number of occupants.
These models are used to evaluate our proposed recurrent neural
network models.

To understand how these models would generalize to an inde-
pendent data set, we use 5-fold cross-validation. In particular, we
split data from the source domain into five equal sized segments,
and use four of them (80% of data) to train the model, and the rest
(20% of data) to test it. This process is repeated five times with
different segments selected for testing. We compute the Root-Mean-
Square Error (RMSE) to score the models and set model parameters
to the ones that had the smallest RMSE. In addition, we calculate
the normalized RMSE (nRMSE) which is the ratio of the RMSE to
the range of occupant counts in the corresponding room. These

metrics are defined as follows:

RMSE =

√∑
t ∈T
(ŷt − yt )2,

nRMSE =

√∑
t ∈T (ŷt − yt )

2

maxy −miny
,

where y denotes the true number of occupants in a given room and
ŷ denotes the predicted number of occupant in that room. We note
that we do not use Mean Absolute Percentage Error (MAPE) as an
evaluation metric in this case since it not defined when the room is
not occupied (it results in division by zero). Instead, we use nRMSE
which also gives a relative sense of how accurate the occupancy
estimations are.

4.4 Semi-Supervised Domain Adaptation
Technique

We now present a domain adaptation technique to build a model for
estimating the number of occupants in a given room. We assume
that the true number of occupants is known in the source domain
for the entire duration that trend data is available. Hence, we use all
trend data and corresponding occupancy labels for model training.
Domain adaptation transfers this model to the target domain where
ground truth data is limited or non-existent. The adapted model is
then used for classification or regression in the target domain.

We leverage both semi-supervised and unsupervised domain
adaptation techniques. Both techniques update the model trained
in the source domain based on the differences between the source
and target domains. The difference is that the unsupervised domain
adaptation technique applies the model trained in the source do-
main to estimate the number of occupants in the target domain
without updating the model using labelled data from the target
domain, whereas the semi-supervised domain adaptation technique
utilizes the available labelled data from the target domain to retrain
the model. This retraining phase is key especially when the source
and target domains have different feature spaces.

Figure 4 shows the overall framework for developing occupancy
models. Since sufficient ground truth data is available in the
source domain, it is possible to develop a well-suited model using
supervised learning. Turning our attention to the target domain,
one can develop a model using supervised learning but since
labelled data is sparse, if not non-existent, the accuracy of such a
model will not be high. Alternatively, it is possible to apply the
supervised learning model built on the source domain to estimate
the number of occupants in the target domain. We refer to this
approach as unsupervised domain adaptation. Lastly, it is also
possible to use a semi-supervised domain adaptation technique
to adapt the model trained in the source domain to the target
domain. This is a two-step process which starts with re-weighting
the model and then retraining it using a small amount of labelled
data that is otherwise insufficient for training an accurate model.
We explain these two steps below.

4.4.1 Re-weighting: The first step in our domain adaptation tech-
nique is called re-weighting. The basic idea is to compute transform
matrices Aw and Ab , extract the weightsw and biases b from the
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Figure 4: Data collection and analysis framework

model, and finally useAww andAbb as the new weights and biases,
respectively. When the target domain is identical to the source
domain, the transform matrices, Aw and Ab , are identity matrices.
Otherwise, we need to construct Aw and Ab based on the appar-
ent differences between the two domains, including size, seating
capacity, and maximum air flow (or ventilation power).

The damper position determines how much fresh air can enter
the room. Hence, the higher the maximum air flow is, the larger the
effect of the damper position is on the amount of supplied air. Thus,
the weight corresponding to the damper position in the input node
must be updated based on the ratio of the maximum air flow in the
target domain to the maximum air flow in the source domain:

wdamper_in ← wdamper_in ·
Max. airflowtarget

Max. airflowsource
We only change the weight of the node corresponding to the damper
position. The weights of all other nodes remain the same.

As the size of the room and the maximum air flow change, the
weights of all gates that are related to the carbon dioxide concentra-
tion level need to be adjusted. The unit of the air flow ism3/h which
is the volume of fresh air that enters the room per hour. Suppose
all rooms within a building have the same height. We have;

Room’s Volume = Height × Floor Area,

Time =
Room Volume

Air flow
,

where Time is approximately the amount of time that it takes to fill
the room with fresh air. We use this value to estimate the carbon
dioxide diffusion rate. When it is smaller, it implies that carbon diox-
ide diffuses faster, hence the carbon dioxide sensor would measure
it faster. In this case, wemust increase the weight of the carbon diox-
ide feature. But unlike the damper position, which varies between
0% and 100%, the carbon dioxide level does not have a fixed upper
bound. This means that we should not change the input weight of
the carbon dioxide sensor. Instead, we increase the weight in each

Figure 5: An illustration of the domain adaptation process.
Dotted lines represent the weights that are updated.

gate that corresponds to the carbon dioxide feature. In particular,
wco2 must be updated as follows:

wco2 ← wco2 ·
Timesource
Timetarget

← wco2 ·
Height · Areasource/Max. airflowsource
Height · Areatarget/Max. airflowtarget

← wco2 ·
Areasource ·Max. airflowtarget

Areatarget ·Max. airflowsource

Moreover, we need to adjust the bias terms, b, when we adjust the
weights. We do this based on the differences in the seating capacity
of source and target domains because the HVAC system is designed
to condition each room based on its maximum occupancy. We have:

b ← b ·
Capacitytarдet

Capacitysource
.

Figure 5 shows the weights of an RNN cell that we update in the
re-weighting progress; these weights are represented with dotted
lines.

4.4.2 Retraining: After re-weighting the model, we train it again
using the available labelled data from the target domain to update
the weights. We choose this training data from a contiguous time
period so as to preserve the temporal dependency in the occupancy
data. We use the same algorithm used to train the neural network
model to retrain it, the only difference being that the weights are
initialized to the weights that are calculated in the re-weighting
step.

4.5 Post-processing
To prevent error propagation over time, we correct obvious er-
roneous predictions in the post-processing step. This includes a
negative or an unreasonably large number of occupants, and dras-
tic changes in the number of occupants. We say that the predicted
number of occupants is ‘unreasonably large’ when it is greater than
the seating capacity of the room plus ∆. We use a non-negative
value for ∆ to account for the cases that the number of occupants is
temporarily above the seating capacity of the room (e.g., between
two successive classes when some students are entering the room
while others are leaving it). We refer to changes in the occupant
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Figure 6: Comparing the accuracy of different supervised,
semi-supervised, and unsupervised learning algorithms. Er-
ror bars represent the 97% confidence interval.

count as ‘drastic’ when the occupancy count increases or decreases
by more than K occupants in an interval of length T . We set the
values of ∆, K , and T of a given room based on its type, size, and
function. In our experiments, we set ∆ to 5. For study areas, we set
K to 5 occupants and T to 4 minutes. For lecture rooms, we set K
to 10 occupants and T to 1 minute.

To correct these errors, we replace negative occupant counts by
zero, and unreasonably large occupant counts by the seating capac-
ity of the room plus ∆. Moreover, drastic changes in the occupant
count are replaced by K .

5 RESULTS
In this section we corroborate the efficacy of the proposed semi-
supervised domain-adaptive models by comparing them with two
supervised learning models developed for occupancy estimation.
We run each model 10 times for a given parameter setting, compute
the mean and standard derivation of its prediction accuracy, and
report the 97% confidence interval. The results presented in this
section belong to Building A unless otherwise stated.

5.1 Evaluating the Model Trained using
Semi-Supervised Domain Adaptation

Figure 6 shows the accuracy of estimating the number of occupants
using different techniques and models. This figure is divided into
three parts to group supervised learning models, unsupervised do-
main adaptation models, and semi-supervised domain adaptation
models. The labels below the x-axis show whether re-weighting
is carried out for semi-supervised and unsupervised domain adap-
tation techniques. We choose the best parameters for each model.
We assume that labelled data is available only for 1 hour from the
target domain. The target domain is Room 1 and Room 2 and the
source domain is Room 3 and Room 4 in Building A. The supervised
learning models are trained using 1 hour of labelled data from the
target domain only, ignoring labelled data from the source domain.

Figure 7: Estimated and true occupancy levels of a lecture
room in Building A over one day.

Figure 8: Estimated and true occupancy levels of a study area
in Building A over one day.

It can be readily seen that the supervised learning models have
the lowest accuracy. For example, the supervised LSTM model has
an RMSE of 6.1094 (nRMSE of 17%), which is 43.76% higher than
that of the LSTM model trained with the semi-supervised domain
adaptation method. Moreover, the LSTM model has a significantly
higher accuracy than the NARX model. The LSTM model trained
with the unsupervised domain adaptation method on the target
domain without re-weighting has the worst performance among
all LSTM models built using domain adaptation. The LSTM model
trained by the semi-supervised domain adaptation technique with
re-weighting has the highest accuracy. In particular, it achieves an
RMSE of 4.0599 (nRMSE of 11%) which is 1.23% lower than that
of unsupervised domain adaptation with re-weighting and 3.69%
better than that of semi-supervised domain adaptation without
re-weighting.

Figure 7 and Figure 8 depict the true and estimated occupancy
counts in a lecture room and a study area in Building A, respectively.
The lecture room reached its maximum occupancy during the day
shown in Figure 7. The prediction is obtained from the LSTMmodel
trained using the semi-supervised domain adaptation technique
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Table 3: Comparing the performance of supervised learning models trained using labelled data only from the target domain
in terms of their average and standard deviation of RMSE, and nRMSE.

SVR LSTM Logistic Regression

Training data RMSE nRMSE STD.DEV RMSE nRMSE STD.DEV RMSE nRMSE STD.DEV
1 hour 8.01 0.22 2.79 6.11 0.17 1.41 \ \ \
3 hours 5.88 0.16 1.33 5.99 0.17 1.23 \ \ \
1 day 4.39 0.12 0.68 4.67 0.13 0.41 4.89 0.14 0.36

Figure 9: Estimated and true occupancy levels of a meeting
room in Building B over one day.

with re-weighting and retraining. We specifically use 3 hours of
labelled data in the target domain to retrain the model. The data
plotted in these figures is not part of the data used for retraining.
Both figures suggest that the adaptedmodel estimates the number of
occupants accurately and successfully detects the overall occupancy
pattern of the room. This confirms our main thesis that the number
of occupants can be accurately estimated from trend data available
through a rudimentary BMS.

Figure 9 shows the true and estimated occupancy of a meeting
room in Building B during one day, where the semi-supervised
domain-adaptive LSTM model is used for occupancy estimation.
Specifically, we choose Room A as the source domain and Room B
which has a different size and layout as the target domain, and
assume that labelled data is available for one day in the target
domain. The RMSE and nRMSE of this model are 1.87 and 18%,
respectively, suggesting that the model successfully detects the
overall occupancy pattern although its accuracy is lower in some
intervals (for example, before and after meetings). The low accuracy
in these intervals can be attributed to the fact that ground truth
occupancy is extracted from the calendar, but occupants may arrive
before the start of a meeting or leave before the meeting ends. We
plan to investigate this in future work using a more reliable method
of collecting ground truth data.

Figure 10: The impact of increasing the amount of available
ground truth data on the accuracy of different approaches.
Error bars represent the 97% confidence interval. The target
domain includes Room 1 and Room 2 in Building A.

5.2 Changing the Amount of Labelled Data
Available in the Target Domain

In this section, we investigate how much ground truth data is
needed in the target domain to train an accurate model for occu-
pancy estimation. Suppose the source domain is Room 3 and Room 4,
and the target domain is Room 1 and Room 2 in Building A.

Table 3 shows the performance of supervised learning models
trained using labelled data from the target domain only when it
is provided for 1 hour, 3 hours, and 1 day. Although the LSTM
model had the highest accuracy when only 1 hour labelled data is
available, the SVR model outperforms the LSTM model when more
labelled data becomes available. Therefore, we choose SVR as our
supervised learning algorithm and compare the accuracy of this
model with unsupervised and semi-supervised domain adaptation
models. Note that we cannot train a logistic regression model when
only 1 hour or 3 hour worth of labelled data is available.

Next, we build different models using supervised learning (i.e.,
the SVR algorithm), and unsupervised and semi-supervised domain
adaptation (with re-weighting) when ground truth data is available
for 1 hour, 3 hours, and 1 day in the target domain. We compare
their accuracy in determining the number of occupants. As shown
in Figure 10, the RMSE of the model developed using unsupervised
domain adaptation is always the same. This is expected because
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the unsupervised model does not use the labelled data from the
target domain. Another observation is that the accuracy of the
semi-supervised domain adaptation model improves only slightly
when more labelled data becomes available. This suggests that
we do not need an abundance of labelled data when we use the
semi-supervised domain adaptation technique and we get satis-
factory performance when only 1 hour labelled data is available.
Finally, it can be seen that the accuracy of the supervised learning
model (SVR) improves markedly (by 40%) as more labelled data
becomes available. But its accuracy is still less than that of the semi-
supervised domain adaptation even when training data is available
for 1 day.

To highlight the benefit of performing domain adaptation, we
compare it with two cases where we train supervised learning
models using all labelled data from the target domain, and from
both source and target domains. Suppose all labelled data are avail-
able in the target domain and consider the supervised learning
model (i.e., the SVR model) trained with 80% of this data from the
target domain, using the other 20% for testing. The RMSE of this
model is 3.72 (nRMSE of 10%), which is only slightly better than the
semi-supervised domain-adaptive model trained using only 1 hour
labelled data from the target domain. Furthermore, if we train a
supervised learning model using all labelled data from both source
and target domains without performing any adaptation, the RMSE
increases to 7.87 (nRMSE of 21%). In this case training data come
from two different distributions and cannot be simply combined to
train a model. Using the same training data, the semi-supervised
domain-adaptive LSTM yields an RMSE of 3.66 (nRMSE of 10%).

5.3 Different Choices for Source and Target
Domains

We now change the source and target domains and compare the
accuracy of different models in each case. Figure 11 shows the RMSE
obtained for different combinations of source and target domains. In
each case, the target domain is the two rooms identified below the
figure, while the source domain is the other two rooms in Building A.
In all cases we use 1 day labelled data from the target domain. The
bar with a solid fill shows the RMSE of the semi-supervised domain
adaptation method, and the bar with a hatch fill shows the RMSE
of the best supervised learning method.

Note that we need to carry out re-weighting when the target
domain is Room 1 and Room 2 and when it is Room 3 and Room 4
(the two leftmost pairs of bars). This is because Room 1 and Room
2 are both study areas, and Room 3 and Room 4 are both lecture
rooms, causing the source and target domains to have completely
different parameters: floor area, ventilation power, etc. Without re-
weighting, it is expected that the adapted model performs poorly in
the occupant count determination task because the two domains are
completely different. In the other four cases, both source and target
domains contain one study area and one lecture room. Hence, the
re-weighting step is unnecessary since the parameters in the two
domains are the same. Therefore, the domain adaptation methods
will not include the re-weighting method.

It can be readily seen that the average RMSE of the semi-
supervised domain adaptation technique with re-weighting (i.e.,
the first two target domain pairs) is 6.5575, the average RMSE of

Figure 11: The RMSE of supervised and semi-supervised
domain adaptation algorithm on different target domains
given one day training data from the target domain. Error
bars represent the 97% confidence interval.

the same technique without re-weighting (i.e., the last four target
domain pairs) is 7.5854, and the average RMSE of the supervised
learning method across all target domain pairs is 9.3785. This sug-
gests that the domain adaptation method works better when the
source and target domains have different settings and re-weighting
is performed.

6 DISCUSSION
To achieve scalable deployments of building applications across the
building stock, it is necessary to adapt existing occupancy mod-
els to new buildings. In this paper we showed that only 1 hour
labelled occupancy data from the target domain is sufficient for the
proposed semi-supervised domain adaptation technique to train a
relatively accurate model for the target domain. This justifies the
effort to collect a small amount of ground truth occupancy data so
that building applications can adapt and reuse existing well-suited
models.

Despite the novelty of our semi-supervised domain adaptation
technique, it has several limitations. First, in our experiments, the
source and target domains are different rooms within the same
building (Building A or Building B). Thus, they are located in the
same geography and share the same building envelop. This assump-
tion makes it easier to adapt the model that is trained in the source
domain. Second, the source and target domains share the same
feature space, i.e., they have the same sensing modalities. Thus, it is
not necessary to change the structure of our neural network model
when we apply the domain adaptation technique.

In future work, we plan to investigate whether it is possible
to train an occupancy detection model in one building and adapt
to another building (possibly in a different climate) such that the
performance of the adapted model is better than the performance
of supervised learning models trained in that building using the
available training data. Furthermore, we intend to study the domain

10



adaptation problem when the two domains do not have the same
feature space. Borrowing ideas from [41] and [21], which transfer
the features into a latent space, we believe that this problem can be
addressed in future work.

7 CONCLUSIONS
Despite the extensive body of research on determining occupant
presence and count in the built environment by fusing a broad
spectrum of sensing modalities, most related work does not discuss
whether the proposedmodels can be applied to another room in that
building. This paper attempted to address this gap in the literature
by (a) training accurate data-driven models to discern the number
of occupants of a room in a commercial building using the trend
data acquired from the BMS, and (b) employing a domain adapta-
tion technique to estimate the occupancy level of similar rooms in
the same building with little labelled data. We showed that semi-
supervised domain adaption is suitable when labeled occupancy
data is sparse or non-existent. In particular, it can estimate the num-
ber of occupants in the target domain with an nRMSE of around
10% using only one hour labelled data, which is easy to obtain even
manually. We showed that the semi-supervised domain adaptation
model always outperforms the supervised learning model trained
using the same amount of labeled occupancy data from the target
domain. Furthermore, we found that the re-weighting step further
improves the accuracy of the model (by about 4%) when the rooms
in the source domain and target domain have different attributes.
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