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ABSTRACT
Policy transfer can reduce energy consumption of the Heating, Ven-

tilation, and Air Conditioning (HVAC) system in a target building

without requiring extensive offline data or costly online interaction.

However, the energy savings often come at the expense of violat-

ing constraints, such as thermal comfort constraints, in the target

building. In this paper, we propose a novel approach to augment

black-box policy transfer methods for simultaneous minimization

of energy consumption and thermal comfort constraint violation.

To ensure compliance with these constraints, the algorithm lever-

ages nonlinear feature functions learned from historical data of

source buildings and adapt these features to approximate the target

building dynamics via online learning in a sample efficient manner.

We present an upper bound on the number of time steps during

which thermal comfort violations may occur under worst-case dis-

turbances, and also establish a finite stopping time beyond which

all constraints are consistently met, assuming certain stochastic

properties of disturbances. Additionally, we evaluate the algorithm

using the EnergyPlus simulator across 19 climate locations in Janu-

ary and July. OCFT reduces the total number of constraint violation

of the black-box policy transfer algorithm by an average of 81.28%

while resulting in 11.23% more energy consumption on average.
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1 INTRODUCTION
Heating, Ventilation, and Air Conditioning (HVAC) systems are

among the largest energy consumers in commercial buildings, ac-

counting for roughly 40% to 60% of the total energy use of the

building. As the push to decarbonize the building stock gains mo-

mentum, optimizing the performance of HVAC systems becomes a

critical priority. Currently, most HVAC systems are controlled using

rule-based controllers. These reactive controllers satisfy thermal

comfort requirements by keeping room temperature within bounds

during the specified occupancy events, but do not optimize energy

consumption.

In recent years, machine learning has shown great potential to

improve HVAC energy efficiency and enable dynamic adaptation to

changing building conditions and occupancy patterns [49]. Despite

significant progress in machine learning-based control strategies,

it is well known that training control policies is data-intensive and

computationally resource-intensive. Moreover, due to the hetero-

geneity and large scale of commercial buildings in diverse climate

conditions, new models and policies must be learned for each novel

building, rendering machine learning-based approaches prohibi-

tively expensive and hard to scale for real-world application.

A promising approach to address the challenge of scalability is

transfer learning, especially in the domain of reinforcement learn-

ing [46]. The core idea of transfer learning is that policies learned

in one task can fast-track the learning for a related yet distinct task.

Recently, work has begun to apply various transfer learning tech-

niques in HVAC control, such as combining transfer learning and

imitation learning [16], and promoting diversity in a population

of agents for transfer learning [28]. However, a major drawback

of these transfer learning methods for HVAC control is that most

methods disregard individual thermal comfort requirements and

optimize energy efficiency at the expense of large violations of

comfort constraints. This is because comfort constraints are inher-

ently specific to each building and cannot be considered during

policy learning on the source buildings. Given the importance of

thermal comfort and its impact on the well-being and productiv-

ity of building occupants [29], it is imperative to design HVAC

control strategies that can quickly learn to minimize energy con-

sumption while simultaneously adhering to thermal comfort and

other operational constraints.
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Contributions.We propose Online comfort-constrained Con-

trol via Feature Transfer (OCFT), an algorithm that augments black-

box transfer learning methods in order to simultaneously minimize

energy consumption and thermal comfort constraint violations

while respecting hard operational constraints (Algorithm 1). Given a

black-box transfer learning policy, OCFT follows actions suggested

by the policy to minimize energy consumption when constraints

are not active and generates actions that adhere to thermal comfort

bounds when the transferred policy would have violated them.

The high-level idea of OCFT is shown in Figure 1, where the

algorithm leverages nonlinear feature functions that capture zone-

level dynamics, which are learned using historical data from source

buildings. OCFT adapts these features to the target building online,

with the goal of approximating the target building zone-level dy-

namics in a sample-efficient manner. Motivated by recent advances

in online learning and control of linear systems, we perform non-

linear feature adaptation using online nested convex body chasing

algorithms. Given the learned approximate dynamics, the algorithm

then augments an arbitrary black-box policy by solving a robust

optimization problem to select actions that closely track actions

suggested by the black-box policy while conforming to operational

and thermal comfort constraints.

We present theoretical insights for the design of OCFT in both

stochastic and worst-case settings. When the disturbances are only

assumed to be bounded, but can be arbitrary and potentially adver-

sarial, Theorem 1 guarantees finite thermal constraint violations

of OCFT during the online adaptation process. If the disturbances

have additional stochastic properties, we further have Corollary 1

guaranteeing that OCFT will not violate any thermal comfort con-

straints after a finite time. The main contribution of this paper is

the extensive evaluation on the performance of the proposed algo-

rithm. Compared to the default air system controller in EnergyPlus,

three state-of-the-art RL policy transfer methods, and a baseline

controller that uses least squares estimation for parameter adap-

tation, OCFT achieves the lowest thermal comfort violation rate

in all 19 climate locations as designated by the U.S. Department of

Energy simulated in peak heating and cooling seasons.

Related Work. Designing learning-based control strategies for

the HVAC system is a well-studied topic. Previous work in this

area can be broadly classified into three categories (a) learning-

based Model Predictive Control (MPC) [20], where an approximate

system dynamics model [7] or the cost function and constraints [15]

are learned from data, (b) reinforcement learning (RL), where a

policy is learned using previously collected data [33, 34, 56] and/or

through online interaction with the building environment [14, 38,

58], and (c) transfer learning, where the policy learned on a source

building is transferred to the target building and adapted to the

new environment in an online fashion [16, 21, 28, 51].

The performance of learning-based MPC and model-based RL [3,

13, 19] strategies highly depends on the accuracy of the dynamics

model. Considering the diversity and the scale of large commercial

buildings, as well as the difficulty of learning a sufficiently accurate

model from passively collected data, these strategies often struggle

to achieve acceptable performance in practice.

Model-free RL strategies can achieve high performance with-

out relying on a model, but they need extensive offline data or

an extremely large amount of interaction to learn a near-optimal

policy [58], which is costly and potentially dangerous, hence not

affordable in real buildings. Learning an RL policy through in-

teractions with a building in simulation also requires access to

a high-fidelity building simulator (e.g. EnergyPlus) and an accu-

rate model of the target building; otherwise, the learned policy

may perform poorly in the real building due to the sim-to-real

gap [6]. Learning candidate RL policies on a variety of buildings,

followed by policy selection based on a small amount of historical

data from the target building and transfer of the best policy to the

target building addresses the drawbacks of the other approaches.

It is shown to be capable of achieving higher performance than

the existing rule-based controller and an RL policy that is learned

from scratch through interaction with the target building only [28].

However, deploying the transferred policy to the target building

may lead to a high constraint violation rate. This is because the

target building’s constraints are not imposed during policy learn-

ing on source buildings, as constraints are usually specific to each

building. Overall, previous work on control policy transfer does

not provide theoretical guarantees for constraint satisfaction in the

target building. Constraint satisfaction is merely encouraged via

reward shaping [16, 21, 51]. Another approach is to use a constraint-

conforming controller in tandem with the RL controller [40], but

this backup controller must be designed specifically for the target

environment.

In recent years, augmenting a black-box control policy with

safety guarantees in the form of constraint satisfaction has received

significant attention, although it has not been applied in the HVAC

control domain. Notably, a Model Predictive Safety Filter (MPSF)

has been proposed in [30, 48] to compute a safe backup trajectory

by minimizing modifications to the potentially unsafe control in-

put, given an approximate system dynamics model. Although this

approach can prevent constraint violation, interventions of the

safety filter would result in performance degradation of the con-

trol policy. Our approach differs from MPSF in that we work with

nonlinear models and ensure that the transferred policy satisfies all

constraints in the target building after a finite number of constraint

violations while minimizing the performance degradation resulted

from constraint conformation.

Another related line of research is safe transfer RL, e.g., [22, 52,

53]. Algorithmically, to ensure constraint satisfaction, these ap-

proaches commonly formulate constraints as cost functions under

the constrained Markov decision process (CMDP) framework. In

particular, constraints are cast as upper bounding the expectation
of constraint functions. In contrast, our results provide an explicit

worst-case number of steps in which constraints are violated. More-

over, our guarantee is online, whereas safety-constrained policy

transfer methods only guarantee constraint satisfaction on average,

once the algorithms converge. These methods are complementary

to OCFT, since OCFT is an augmentation approach that safeguards

any black-box policies, including safe transfer RL policies, with

worst-case guarantees.

2 MODEL
We consider an unknown target HVAC systemwith a parameterized

zone-level model of the following form,

𝑠𝑡+1 = 𝜃★⊤Φ(𝑠𝑡 , 𝑧𝑡 , 𝑎𝑡 ) + 𝑑𝑡 (1)
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Figure 1: Overview of the Online comfort-constrained Con-
trol via Feature Transfer (OCFT) framework

where 𝑠𝑡 ∈ R is the zone temperature, 𝑧𝑡 ∈ R𝑛
includes the mea-

surable states such as occupancy level and outdoor temperature,

𝑎𝑡 ∈ R𝑚 is the zone-level action such as damper position, and

𝑑𝑡 ∈ R denotes exogenous inputs that capture unmodeled dynam-

ics and disturbances such as thermal interactions between zones.

The function Φ : R𝑛+𝑚+1 → R𝑞 is a vector of 𝑞 nonlinear fea-

ture functions that model the dynamics of the zone-level system.

The zone-level dynamics (1) is parameterized by the unknown

coefficient 𝜃★ ∈ R𝑞 , which we will refer to as the true model

parameter. The parameterization is popular in nonlinear system

modeling, e.g., [12, 13, 37]. It generalizes the linear time-invariant

RC dynamics commonly used in model-based control for HVAC

systems [17, 36, 44], where Φ is specialized to linear functions.

Although commercial buildings can have diverse building-level

configurations with different cooling and heating modules, zone-

level thermal dynamics for commercial buildings are likely to share

features. Such features can be learned using historical data from a

variety of source buildings. Our algorithm leverages these similari-

ties for fast adaptation in novel buildings by updating the model

parameter 𝜃 online as the controller collects sequential data gener-

ated by the HVAC system in the target building. For ease of notation,

we assume all zones have the same dimension for states and actions,

as well as the same number of nonlinear feature functions. The

generalization to heterogeneous dimensions is straightforward.

Remark 1 (Quality of features). The dynamical model (1)
requires the offline learned feature functions Φ to be diverse enough to
subsume the dynamical behavior of the target building zones. In the
experiments (Figure 7), we observe that OCFT has inherent robustness
against a small number of feature functions. However, if the features
are very low quality, i.e., if features are all learned from a single zone
in one season and the proposed algorithm is deployed on various zones
in a different season, the performance might deteriorate.

The fundamental goal of HVAC control is to compute 𝑎𝑡 in order

to meet the thermal comfort constraints while minimizing energy

consumption. In this paper, we model the thermal comfort con-

straint with 𝑇 and 𝑇 denoting the lower and upper zone tempera-

ture limit, respectively. For the ease of exposition in the analysis,

we let the thermal comfort constraints be time-independent. We

use season- and occupancy-dependent thermal constraints in all

the numerical experiments in Section 5.2. For the parameterized

zone-level model, we make the following assumptions.

Assumption 1 (Bounded states, actions, features, and pa-

rameters). The zone temperature 𝑠 , measurable state 𝑧 and action 𝑎
belong to compact and convex sets S,Z, and A respectively. Further,
the nonlinear feature functions Φ are convex and bounded such that
for all 𝑠 ∈ S, 𝑧 ∈ Z, and 𝑎 ∈ A,

∥Φ(𝑠, 𝑧, 𝑎)∥
2
≤ 𝑇max

for 𝑇max ∈ R. Moreover, the true parameter 𝜃★ belongs to a known
compact and convex uncertainty set Θ.

Assumption 2 (Bounded disturbances and parameters). For
all zones, the disturbances𝑑𝑡 belong to a hypercube such that ∥𝑑𝑡 ∥∞ ≤
𝑊 for all 𝑡 ≥ 0 with a known constant𝑊 > 0.

In the real world, the zone temperatures, measurable states, e.g.,

outdoor temperature, occupancy, etc., and exogenous disturbances

are always bounded. Zone-level actions, like damper positions, are

inherently bounded and may also be subject to additional opera-

tional constraints, such as ramping limits. Assumption 1 also states

that the outputs of the feature functions are bounded in magnitude

by 𝑇max. This is a mild assumption that ensures the feature func-

tions make reasonable zone temperature predictions. The convexity

requirement in Assumption 1 is satisfied for common choices of

feature functions such as linear dynamics and deep neural networks

in building applications, e.g., input convex neural networks [15].

The initial uncertainty set Θ in Assumption 1 enables incorporat-

ing any prior information about the nonlinear features, such as a

bounded region around some initial estimation. If there is no prior

information, one can use Θ = {𝜃 : ∥𝜃 ∥
2
≤ 𝜅}, which is convex and

compact, with the knowledge that the true parameter is bounded by

some constant 𝜅. Our final assumption is on the robust feasibility

of the HVAC control problem under comfort constraints:

Assumption 3 (Robust feasibility). There exists a known con-
stant 𝜖 > 0 and for all parameters 𝜃 ∈ Θ, states 𝑠 ∈ S, 𝑧 ∈ Z, there
exists an action 𝑎′ ∈ A such that

𝑇 + (𝑊 + 𝜖) ≤ 𝜃⊤Φ(𝑠, 𝑧, 𝑎′) ≤ 𝑇 − (𝑊 + 𝜖) .
where 𝑇 and 𝑇 are respectively the lower and upper thermal comfort
level.

Intuitively, Assumption 3 ensures the existence of a feasible

action that will robustly satisfy the thermal comfort constraints

with a robustness margin of 𝜖 > 0 despite disturbances, which

satisfy Assumption 2. .

3 ALGORITHM
Wepropose a novel algorithm for online comfort-constrainedHVAC

control via feature transfer (OCFT), which is summarized in Al-

gorithm 1. Before online deployment, the algorithm uses a small

amount of log data collected with a default rule-based controller in

the target building to initialize the black-box policy transfer learn-

ing algorithm and construct a model uncertainty set based on log

data (line 1). During deployment, the algorithm updates the model

uncertainty set based on the sequentially revealed online data (line

4) and leverages nested convex body chasing (CBC) algorithms to

select hypothesis models from the latest model uncertainty set. The
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selected hypothesis model in each step is used as part of a robust

optimization problem that augments the black-box transfer learn-

ing policy so that thermal constraints are satisfied. If the transfer

learning method requires online updates (i.e., adaptation), then the

algorithm will use the updated policy in the next iteration.

Algorithm 1 Online Comfort-constrained HVAC Control (OCFT)

Input: disturbance bound𝑊 , feature functions Φ, log data D
Algorithm parameter: trust parameter 𝜆, weights 𝜂1, 𝜂2
1: Generate P0 and initialize 𝜋0 with log data ⊲ Warm start

2: for 𝑡 = 1, 2, . . . do
3: Observe 𝑠 (𝑡)
4: Construct consistent model set P𝑡 with P𝑡 :={

𝜃 : ∥𝑠𝑡 − 𝜃⊤Φ(𝑠𝑡−1, 𝑧𝑡−1, 𝑎𝑡−1)∥∞ ≤𝑊
}
∩ P𝑡−1

5: 𝜃𝑡 ← NCBC(P𝑡 ) ⊲ Online model adaptation

6: 𝑎𝑡 ← AUG (𝑠𝑡 ; 𝜃𝑡 , 𝜋𝑡 ) with (2) ⊲ Policy augmentation

7: 𝜋𝑡+1 ← RL-TRANSFER(𝑠𝑡 , 𝜋𝑡 ) ⊲ Policy update (optional)

3.1 Warm start
Given a transfer learning algorithm RL-TRANSFER and log data

D = {𝑠𝑘 , 𝑧𝑘 , 𝑎𝑘 }𝑇0𝑘=0 with horizon 𝑇0, the algorithm initializes the

black-box transfer learning policy as 𝜋0 after training on log data.

Generally, the amount of log data is considerably less than that

needed to retrain a new policy. In our experiments, we use 2 weeks

of log data collected using a default rule-based controller sampled

at 15-minute interval with 𝑇0 = 1344. In contrast, learning a high-

quality policy from scratch would require many months of data

from the target building.

We will also construct a consistent model set P0 based on the log

data by refining the known uncertainty set Θ in Assumption 2 as

follows:

P0 = {𝜃 ∈ Θ : ∥𝑠𝑘+1 − 𝜃⊤Φ(𝑠𝑘 , 𝑧𝑘 , 𝑎𝑘 )∥∞ ≤𝑊 ,

∀ (𝑠𝑘 , 𝑧𝑘 , 𝑎𝑘 ) ∈ D}.

The set P0 contains all model parameters that are consistent with

the temperature dynamics observed in the log data. In other words,

for all 𝜃 ∈ P0, there exists a sequence of admissible disturbances

( ˆ𝑑0, ˆ𝑑1, . . . , ˆ𝑑𝑇0−1) that satisfy Assumption 2 such that the log data

can be generated according to (1). The log data helps eliminate

implausible model parameters in Θ and reduce the uncertainty of

the model on the target building.

3.2 Online model adaption
During online operation, the algorithm continuously updates the

consistent model set with the new observations (line 4) using the

same procedure as in the warm start period while the temperature

transitions are sequentially revealed (line 3). The setP𝑡 is crucial for
guaranteeing the satisfaction of the comfort constraints, as it keeps

track of the uncertainty about the HVAC dynamics model. We note

that P𝑡 is nested, i.e., P𝑡 ⊆ P𝑡−1 by definition, which reflects the

reduction in uncertainty as more online data is observed. Intuitively,

the smaller P𝑡 , the more knowledge OCFT has about the target

building, resulting in less comfort constraint violation.

Why not use other system identification techniques? The set P𝑡 is
sometimes referred to as the membership set, e.g., [1, 8, 35] in the

system identification literature. Even in the idealized setting where

disturbances are i.i.d. stochastic and Φ is linear, [31, 50] showed that

P𝑡 converges to the true system parameter significantly faster than

the best estimator for linear systems. In particular, P𝑡 converges
linearly to the true parameter with respect to number of samples

(estimation error scales as O(1/𝑡)). In contrast, the least squares

estimator, which has been shown to achieve the information theo-

retical lower bound of the sample complexity for model learning

in linear systems, converges to the true parameter much slower

(estimation error scales as O(1/
√
𝑡 )). The set membership estima-

tion method breaks through the lower bound by taking advantage

of the knowledge that the disturbances are bounded as in Assump-

tion 2. In HVAC systems, the states, actions, and disturbances are

naturally bounded, rendering the set membership estimation an

ideal sample-efficient model uncertainty estimation method. Our

usage of P𝑡 is therefore motivated by these theoretical findings in

linear systems. In Section 4, we show that indeed the same sample

complexity holds for the nonlinear feature model (1).

Following the construction of P𝑡 , we select a hypothesis model,
which will be used for the downstream augmentation task (line

5). The hypothesis model is important for balancing generating

“safe” actions that satisfy constraints and generating “exploratory”

actions that may violate constraints but will reduce the size of P𝑡 .
In particular, we use the nested convex body chasing algorithms

for such a model selection (line 5).

Nested CBC is an online learning problem, where in every round

𝑡 ≥ 0, a player is presented a convex set K𝑡 ⊂ R𝑛
. The player

then selects a point 𝑞𝑡 ∈ K𝑡 with the objective of minimizing the

cost defined as the total movement of the selection for 𝑇 rounds,

e.g.,
∑𝑇
𝑡=1 ∥𝑞𝑡 − 𝑞𝑡−1∥ for a given initial condition 𝑞0 ∉ K1. In our

problem setting, the consistent model sets P𝑡 is the sequentially
revealed convex sets while the selected points are the hypothesis

models 𝜃𝑡 . Nested CBC is a well studied problem, with many algo-

rithms [5, 10, 11, 43] that trade off computational complexity and

competitive ratio guarantees, where the cost incurred by the algo-

rithm is at most a constant factor away from the cost incurred by

the offline optimal algorithm that has the knowledge of the entire

sequence of the sets in the worst case. We leave the choice of the

nested CBC algorithm to the user and denote it as NCBC(·).
Why convex body chasing? While there are many potential al-

ternatives to select the hypothesis point in P𝑡 , it has been shown

that using nested CBC to select models for downstream online con-

trol tasks, e.g., [25, 55], induces an endogenous trade-off between

exploration and exploitation of the model uncertainty set. In par-

ticular, nested CBC helps select models that produce control inputs

that either reduce the size of the uncertainty set (exploration) but

may violate thermal comfort constraints, or produce constraint-
conforming actions despite disturbances and the model uncertainty

(exploitation) but do not reduce model uncertainty. Intuitively, such

a trade-off limits the total amount of violation of the thermal comfort

constraints during the online learning process before the model

uncertainty set becomes small enough for robust constraint satis-

faction. We formalize this intuition in Section 4, where we provide

a worst-case constraint violation bound for Algorithm 1.
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Computational complexity of P𝑡 and nested CBC. The consistent
model set P𝑡 can be represented by 2(𝑇0+𝑡) linear constraints since
each transition data (𝑠𝑘 , 𝑠𝑘−1, 𝑧𝑘−1, 𝑎𝑘−1) observed up until 𝑡 pro-

vides a linear constraint on 𝜃𝑡 under the upper and lower bound of

admissible disturbances. However, the number of such constraints

increases linearly with 𝑡 . To address this, many computationally

efficient approaches have been proposed based on approximations

of the set P𝑡 , e.g., [8, 35] and constraint sampling, e.g., [54]. Among

all nested CBC algorithms, the Steiner point selection [43] achieves

the optimal competitive ratio and can be solved using randomized

linear programs [5]. However, the number of randomized linear

programs increases quadratically with the dimension of the selected

points, which can pose challenges if the number of feature functions

in (1) is large. A common alternative is to use projection, where

the algorithm finds the closest point with respect to Euclidean dis-

tance in the new convex set from the previously selected point, i.e.,

𝜃𝑡 = argmin𝜃 ∈P𝑡 ∥𝜃 − 𝜃𝑡−1∥2 . Despite its computational efficiency,

the competitive ratio of the projection-based algorithm is larger,

which will affect the theoretical guarantee of OCFT as discussed in

Section 4.

3.3 Policy augmentation
Based on the selected hypothesis model, the algorithm calls the aug-

mentation subroutine on the black-box policy 𝜋𝑡 via the following

robust optimization (line 6):

min

𝑎∈A, 𝛿1, 𝛿2∈R
𝜆 ∥𝑎 − 𝜋𝑡 (𝑠𝑡 )∥22 + 𝜂1 |𝛿1 |

2 + 𝜂2 |𝛿2 |2 (2a)

s.t. 𝑇 + 𝑘 − 𝛿1 ≤ 𝜃⊤𝑡 Φ(𝑠𝑡 , 𝑧𝑡 , 𝑎) ≤ 𝑇 − 𝑘 + 𝛿2 (2b)

𝑘 =𝑊 + 𝜖 . (2c)

We denote this procedure as AUG (𝜃𝑡 , 𝜋𝑡 ; 𝑠𝑡 ) to emphasize that

(2) is instantiated with 𝜃𝑡 , 𝜋𝑡 and takes 𝑠𝑡 as input. The objective

function (2a) minimizes the weighted sum of the total deviation

from the action suggested by the black-box policy measured in

Euclidean norm, and the thermal constraint violation, which is

quantified by the slack variables 𝛿1 and 𝛿2. OCFT will generate

the same control action as suggested by the black-box policy if it

satisfies the thermal comfort constraints under the learned HVAC

dynamics. The trust parameter 𝜆 can be adjusted over time to reflect

how much the algorithm trusts the accuracy of the transferred

policy that is being updated for optimizing energy consumption,

relative to the accuracy of the learned dynamics model in meeting

thermal comfort constraints. Meanwhile, the weights 𝜂1, 𝜂2 can be

chosen based on the operating season to either tighten the upper

or lower thermal comfort constraints.

We denote this procedure as AUG (𝑠𝑡 ; 𝜃𝑡 , 𝜋𝑡 ) to emphasize that

(2) is instantiated with 𝜃𝑡 , 𝜋𝑡 and takes 𝑠𝑡 as input. The objective

function (2a) minimizes the weighted sum of the total deviation

from the action suggested by the black-box policy measured in Eu-

clidean norm, and the predicted thermal constraint violation, which

is quantified by the slack variables 𝛿1 and 𝛿2. OCFT will generate

the same control action as suggested by the black-box policy if it

satisfies the thermal comfort constraints under the learned HVAC

dynamics. The trust parameter 𝜆 can be adjusted over time to re-

flect how much the algorithm trusts the accuracy of the transferred

policy that is being updated for optimizing energy consumption,

relative to the accuracy of the learned dynamics model in meeting

thermal comfort constraints. Meanwhile, the weights 𝜂1, 𝜂2 can be

chosen based on the operating season to either tighten the upper

or lower thermal comfort constraints. Additional penalty terms,

such as temperature set point tracking, can also be imposed in (2a).

In our experiments, the selection of 𝜆 significantly influences the

performance of the algorithm (Figure 6). It will be important to

study how to adjust 𝜆 online for Pareto optimality between energy

consumption and comfort adherence, which will be future work.

Given the currently selected model parameter 𝜃𝑡 , constraint (2b)

ensures that the action generated by (2) will satisfy the thermal

comfort constraints with the robustness margin 𝑘 chosen to limit

the effects of disturbances and uncertainties, if 𝜃𝑡 were the true
parameter. The slack variables 𝛿1 and 𝛿2 handle the cases where

(2) may become infeasible due to violation of Assumption 3 during

deployment. This can happen when the control action available

to Algorithm 1 does not have enough control authority to achieve

the prescribed thermal comfort levels. For example, if Algorithm 1

controls the position of the damper in a variable air volume box

that has a reheat mechanism, then the best that can be done to cool

down the corresponding zone is to completely open the damper

and turn off the reheat mechanism. But even this action may not

be enough to meet the thermal comfort requirement, leading to an

infeasible problem without the slack variables.

3.4 Policy update
OCFT is capable of augmenting general black-box transfer learning

algorithms. Since many transfer learning methods perform online

adaptation at regular intervals to update the policy, OCFT can use

the updated policy in the next iteration (line 7). For example, [16]

proposed fine-tuning of the transferred policy with data observed

online after a certain number of steps. On the other hand, [28]

proposed offline policy transfer that only needs a small amount of

log data from the target building to select the best policies among a

set of diverse and high-quality policies. This policy may be further

updated using online data from the target building although it is

not essential.

4 THEORETICAL DESIGN INSIGHTS
OCFT is inspired by recent theoretical advances in online control

for unknown dynamical systems, where controllers learn to gener-

ate actions with safety and performance guarantees by adapting

system models online based on the data collected through interac-

tion with the unknown system [18, 24, 26, 31, 32, 41, 55]. This line

of work has the common assumption that the underlying system

dynamics is either linear or contractive. However, HVAC zones are

known to have nonlinear thermal dynamics, where model learning

is challenging due to operational and comfort constraints, and com-

plex energy consumption models. To provide a rigorous foundation

on OCFT, we present an analysis in two extreme cases:

a) when there is bounded worst-case model mismatch between (1)

and the true HVAC system dynamics, i.e., where such mismatch

is modeled by adversarial 𝑑𝑡 under Assumption 2
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b) when the dynamics model (1) perfectly characterizes the true

HVAC system dynamics and the only disturbances in the system

are ambient noise, i.e., where 𝑑𝑡 is stochastic, i.i.d. zero-mean.

In particular, we show that OCFT simultaneously guarantees

finite constraint violation under a) and complete constraint satis-

faction in finite time under b).

Theorem 1. Under Assumptions 1 to 3, Algorithm 1 guarantees
that for all 𝑡 ≥ 0, the comfort constraints will be violated at most

2𝛾 (𝑞)
𝜖

𝑇maxdiam(P0) + 1 (3)

times for each zone, where 𝑞 is the number of feature functions, 𝛾 (𝑞)
is the competitive ratio of the chosen NCBC algorithm,𝑇max is defined
in Assumption 1, and diam(P0) is defined as max𝜃, 𝜃 ′∈P0 ∥𝜃 − 𝜃 ′∥2,
denoting the diameter of P0,.

The finite violation bound (3) holds despite potential disturbances

that model a variety of realistic uncertainties, such as discretiza-

tion errors as a result of sampling-based digital control and model

mismatch between (1) and the ground truth underlying HVAC sys-

tem. As shown in Section 5.2, such a general disturbance model

is crucial for adapting the same feature functions to a variety of

unseen environments. The algorithmic and environmental factors

that affect Theorem 1 are:

• Choice of NCBC: As discussed in Section 3.2, different nested

CBC algorithms offer distinct trade-offs between competitive

ratio 𝛾 (𝑞) as a function of the dimension of the parameter and

computational efficiency. Larger 𝛾 (𝑞) results in worse depen-

dence on the number of feature functions in (3). For example, the

Steiner point achieves 𝛾 (𝑞) = 𝑞/2 [10] whereas the projection-
based method implemented in the experiments in Section 5.2

has 𝛾 (𝑞) = 𝑂

(
(𝑞 − 1)𝑞𝑞/2

)
[4].

• Robustness margin 𝜖: In the context of Assumptions 2 and 3,

the margin 𝜖 will be small if the disturbance bound𝑊 is large

relative to the thermal comfort levels 𝑇, 𝑇 . This implies that

Theorem 1 depends on the inherent difficulty of the HVAC

control problem even if the true parameter 𝜃★ for (1) is known.

• Feature functions Φ: The gradient of (1) with respect to 𝜃 is

Φ(𝑠𝑡 , 𝑧𝑡 , 𝑎𝑡 ). Therefore, 𝑇max bounds the sensitivity of the zone

temperature prediction according to (1) with respect to 𝜃 . Larger

𝑇max means that (1) is more sensitive to model parameter vari-

ation, which can lead to more constraint violation when OCFT

changes the hypothesis model parameters over time.

• Quality of the log dataD: Since OCFT uses log data to generate

the initial consistent model set P0 whose size proportionally
affects (3), the more informative D is in terms of reducing

model, the less OCFT will violate comfort constraints online.

The key ingredients for Theorem 1 is the combination of NCBC,
which guarantees that the total movement of the selected hypoth-

esis model by Algorithm 1 is at most diam(P0), and AUG, which
satisfies Assumption 3 and generates actions that will robustly sat-

isfy the constraints if the selected hypothesis parameter were the

true model parameter. We provide a proof in Appendix A, which

generalizes the analysis of similar robust online control algorithms

in linear systems.

On the other hand, if (1) models the ground truth HVAC dy-

namics accurately, where disturbances are stochastic noise, OCFT

provides a stronger constraint satisfaction guarantee as follows:

Corollary 1 (informal). If in addition to Assumptions 1 to 3,
the disturbances 𝑑𝑡 are zero-mean and independently and identically
distributed, with certain persistent excitation condition, then with
high probability, Algorithm 1 will not violate the thermal comfort
constraints for all 𝑡 ≥ 𝑂̃ (𝑞2.5/𝜖), where 𝑞 is the dimension of the
feature functions, and 𝜖 is the robustness margin from Assumption 3,
and 𝑂̃ omits logrithmic factors.

We provide the formal statement of Corollary 1 and proof in Ap-

pendix B. The key technical insight that enables Corollary 1 is that

in the idealized stochastic setting, the set P𝑡 will converge to 𝜃★
swiftly such that there exists a finite time 𝑇★

where for all 𝑡 ≥ 𝑇★

and for all 𝜃 ∈ P𝑡 , we have


𝜃 − 𝜃★

 ≤ 𝜖 . Therefore, under Assump-

tion 3, we conclude that for all 𝑡 ≥ 𝑇★
, OCFT guarantees thermal

constraint satisfaction.

Note that thanks to the additional stochasticity in disturbances

and idealized modeling, the total number of constraint violation

is polynomial in the number of feature functions regardless of the

choice of nested CBC algorithms forNCBC in Corollary 1. This is in

contrast with Theorem 1, where the dependency can be exponential.

5 CASE STUDY
To showcase the effectiveness of OCFT and explore its key prop-

erties, we consider a case study in EnergyPlus using one of the

prototype building models provided by the U.S. Department of

Energy.

5.1 Experimental Setup
We consider a three-floor 4,982𝑚2

office building as the target

building for the experiments. Each floor is divided into five thermal

zones and equipped with a centralized Air Handling Unit (AHU).

TheAHUmixes outdoor and return air, and supplies the conditioned

air to all thermal zones on that floor. Each zone contains a Variable

Air Volume (VAV) system with a damper and a reheat coil. The

damper controls the amount of air entering the zone, while the

reheat coil heats the supply air to meet the specific temperature

requirements of that zone. Figure 2 shows the AHU design and the

floor plan of the target building.

To simulate the building dynamics, we use EnergyPlus [47], with

COBS [57] serving as the environment interface. At each time step,

we observe the following variables: the average temperature and

humidity for each zone, outdoor temperature, and solar radiation.

We assume the occupancy data is provided, with occupants arriving

at the building at 7 a.m. and leaving by 10 p.m., without exception.

The building remains unoccupied on Sundays and statutory hol-

idays. The control action adjusts the minimum damper opening

percentage in each zone’s VAV system, with values ranging from

0.1 to 1. The lower bound of 0.1 is set to satisfy ASHRAE ventilation

requirements, ensuring adequate supply of fresh air.

The experiment is conducted across all 19 climate locations (16

in the U.S. and 3 international locations), representing a wide range

of global climates. We focus on two extreme months, January and

July, to assess control performance under both heating and cooling
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Figure 2: Schematic diagramof theHVAC system in the target
building. The three floors have an identical floor plan that is
depicted here.

conditions. Climate zones are denoted by a number between 0 and

8 that indicates the temperature profile, and may include a suffix (a,

b, or c) to indicate the humidity profile. The control horizon spans

21 days, with 15-minute control time steps.

Prior to the start of the experiment, we collect two weeks of log

data when the dampers were controlled by a default controller. This

log data is used to warm-start the algorithm and facilitate RL policy

transfer as explained later.

We assess thermal comfort satisfaction in each zone by checking

whether zone temperature remains between the specified heating

and cooling setpoint. We respectively set the heating and cooling

setpoints to 20 to 23.5 degrees Celsius in winter, and 23 to 26 degrees

Celsius in summer, as recommended by the ASHRAE standard 90.1.

Other operational constraints were not included in our experiments,

as they can be easily enforced via projection for any black-box

policy, including OCFT.

Training and transfer of RL controllers. We used Proximal Policy

Optimization (PPO) [42] to learn RL policies through interaction

with a small office building in climate zone 5b during January. This

building, which serves as our source building, is another DOE pro-

totype building model measuring 511𝑚2
and containing only five

zones. The heating and cooling setpoints of this building are respec-

tively set to 19 to 25 degrees Celsius in winter, and 22 to 27 degrees

Celsius in summer. Note that for both seasons, the acceptable ranges

are broader than the respective ranges we considered for the target

building. Following [28], we incorporated policy and environmental

diversity to obtain 870 zone-level control policies. Using two weeks

of log data from our target building (i.e. target building), we then

employed the policy selection algorithm proposed in [28] to iden-

tify the best policy among the 870 policies for transfer to each zone

of that building. This yields 15 policies, each controlling a specific

zone in the target building. These black-box policies are augmented

using OCFT to ensure constraint satisfaction when deployed in the

target building.

ICNNs as feature functions. It is crucial to learn nonlinear feature

functions that are convex, as these functions will be embedded in (2).

Due to the complexity of building dynamics, linear approximations

result in high estimation error. Therefore, we opted to use input

convex neural networks (ICNNs) [2] as feature functions, ensuring

that the output remains convex with respect to its input. Since we

focus on zone-level HVAC control, all ICNNs are trained to model

zone-level features. The ICNNs take the current zone and outdoor

observations, along with the proposed control action, as input and

predict the zone temperature for the next time step. These ICNNs

were trained using data from a 15-zone building with a different

envelope and HVAC design than the target building, located in

climate zone 5b. We trained one ICNN per zone for each month

(March, June, September, and December), resulting in 60 ICNN

feature functions for zone-level dynamics.

Baseline control methods. We compare OCFT with the following

baseline controllers:

(1) Reinforcement Learning Policy Transfer (RLPT): This
baseline uses the same policy transfer algorithm that we use

in our approach but does not augment the transferred policy

usingOCFT. As a result, it is not capable of satisfying thermal

comfort constraints despite reducing energy consumption.

(2) Constrained Policy Transfer with Feature Function
Adaptation (CPT-Adaptive): This baseline uses the same

policy transfer algorithm that we use in our approach, yet it

has two main differences from our approach. First, it ensures

that the policies learned using PPO through interactions

with the source building satisfy the source building’s con-

straints by appending a differentiable projection layer [14]

to the actor network. This layer maps the agent’s proposed

action to the closest action that keeps the next-step zone

temperature within the acceptable range. To predict the zone

temperature in the next time step if a certain action is taken

in the current step, we use an ICNN trained for the source

building as the feature function. Second, instead of using

OCFT to augment the policy selected for transfer, we simply

update the ICNN used in the projection layer of that policy

and continue using the constrained policy to control the re-

spective zone of the target building, now satisfying the target

building’s constraints. Specifically, we use the two weeks of

log data from the target building to identify the ICNN that

predicts the zone temperature most accurately among our

pretrained ICNNs. This ICNN will be incorporated in the

projection layer of the transferred policy. Compared to our

approach, this baseline uses a single feature function in the

projection layer, whereas we use multiple feature functions

to construct the model that is adapted dynamically.

(3) Constrained Policy Transfer without Feature Function
Adaptation (CPT-NonAdaptive): This baseline is similar

to CPT-Adaptive with one key difference: the ICNN used

in the projection layer of the selected policy is not updated

after transfer. Hence, action projection does not guarantee
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constraint satisfaction if the transferred ICNN does not ap-

proximate dynamics of the target building.

(4) Default Air System Control Strategy (EnergyPlus): This
is the default air system control strategy implemented in

EnergyPlus, which uses the predictive system energy balance

method [47] to predict how much energy must be delivered

by HVAC to maintain the desired temperature in each zone.

(5) Least Squares Estimation (LSE): This baseline follows

Algorithm 1 but uses least squares estimation in place of

NCBC for parameter adaptation.

We note that RLPT, CPT-Adaptive, and CPT-NonAdaptive use

the same algorithm for policy selection and transfer, which is the

algorithm used in our approach too. They differ in whether and how

they enforce constraints after policy transfer. Through a compari-

son with these baselines, we highlight the effectiveness of OCFT

in augmenting a black-box policy that is not learned using a con-

strained policy optimization algorithm to simultaneously minimize

energy consumption and thermal comfort constraint violations.

5.2 Experimental Results
In this section, we present the main result of this paper. We demon-

strate that OCFT reduces the total number of thermal comfort con-

straint violations by 81.28% on average compared to RLPT, the most

energy-efficient baseline, across all 19 climate zones during the two

extreme seasons (January and July), while consuming 11.23% more

energy on average. Additionally, compared to CPT-Adaptive, the

policy transfer algorithm with the smallest number of constraint

violations among the baselines, OCFT yields 58.70% less thermal

constraint violations, with a moderate increase in energy consump-

tion of 8.47%. OCFT surpasses all baselines in constraint satisfaction

by integrating all ICNNs and log data, providing a more accurate

understanding of system dynamics. In contrast, CPT-Adaptive relies

on a single ICNN, which may provide an inaccurate representa-

tion of the system, while other baselines fail to account for system

dynamics altogether.

We provide further investigation into the properties of the pro-

posed method. In Section 5.2.2, we show that OCFT is capable of

trading off energy optimization and comfort constraint adherence

via the trust parameter 𝜆. We demonstrate the robustness of OCFT

to feature function selection in Section 5.2.3. Moreover, we study

the impact of Assumption 2 on the performance of OCFT in Sec-

tion 5.2.4 where we show that a conservative overestimation of the

disturbance bound𝑊 is a practical choice for good performance

across all 19 climate locations in both extreme seasons.

5.2.1 Constraint Violations. Our first set of experiments focus on

constraint violations in the target building, shown in Figure 3. Given

the thermal comfort levels, we count one constraint violations

whenever a zone temperature is outside of the comfort range. For

each method, we tally up the total number of constraint viola-

tion over all zones for all 19 climate locations in July and January.

Moreover, we fix the nonlinear feature functions and the hyper-

parameters for OCFT for all experiments for each figure in this

section. We refer to Table 1 in the Appendix for a summary of the

hyperparameters used for each figure.

As shown in Figure 3 and Figure 4, OCFT achieves the lowest

number of thermal constraint violations in nearly all cases, with
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Figure 3: Total number of thermal comfort constraint viola-
tion incidents aggregated over all 15 zones for OCFT (green),
CPT-Adaptive (orange), CPT-NonAdaptive (purple), RLPT
(blue), and default EnergyPlus controller (red) for all 19 cli-
mate locations in both summer (left) and winter (right). The
closer to the center, the fewer constraint violations. For im-
proved readability, the radius of the radar plot for the sum-
mer season is truncated to 8,000 violations so the difference
between algorithms becomes clearer.
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Figure 4: Total number of thermal comfort constraint viola-
tion incidents aggregated over all 15 zones for OCFT (green)
and LSE (purple) for all 19 climate locations in both summer
(left) and winter (right). The closer to the center, the fewer
constraint violations.

the exception of climate zones 6b, 7, and 8 during the winter, and

climate zone 0b during the summer. In these cases, it performs

worse than the EnergyPlus controller, causing 115.2 additional

violations per zone on average. These seasons in these climate

zones represent extreme weather conditions, such as Extremely

Hot Dry (0b) or Arctic/Very Cold (6b, 7, 8), which are either absent

or uncommon in the US. As a result, the control policies and feature

functions trained on US-based buildings may not generalize well to

these extreme weather conditions. Nevertheless, across all climate

zones, OCFT significantly outperforms other baselines in terms

of reducing constraint violations. On average, it violates thermal

comfort constraints only 3.25% of the time (1.64% in summer and

4.87% in winter), equivalent to 131.11 violations per zone over 21

days.

Among the baselines that utilize the policy transfer algorithm,

CPT-Adaptive performs the best in terms of constraint satisfaction,

achieving the violation rate of 7.87%, which is still more than twice
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Figure 5: Control behavior of different algorithms over a
single day in climate 5b in July. Light lines represent the
actual temperature evolution of each zone over time, while
the solid line shows the average temperature across all zones.
The black dashed lines indicate the comfort temperature
bounds, with the pink shaded area representing periods of
constraint violations. The darker the shading, themore zones
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the violation rate of OCFT. CPT-NonAdaptive, RLPT, and Ener-

gyPlus have higher violation rates of 17.03%, 17.36%, and 19.24%,

respectively. The performance of CPT-Adaptive in constraint satis-

faction is due to its training process, where the agent is explicitly

trained to meet thermal constraints, and the updated feature func-

tion provides relatively accurate estimates of the feasible action

set. Improvement in constraint satisfaction comes at the cost of

a slight increase in energy consumption. OCFT uses 11.23% more

energy than the most energy-efficient baseline, RLPT, and 8.47%

more energy than CPT-Adaptive. RLPT achieves the lowest energy

consumption because it ignores temperature constraints during

training and policy transfer, allowing the agent to prioritize energy

savings over maintaining thermal comfort.

Compared to LSE, OCFT reduces constraint violations by an

impressive 95% on average. This is meant to be an ablation study on

the importance of NCBC as part of OCFT, since LSE and OCFT only

differ by how model features are adapted online. In particular, this

result shows that NCBC is indeed significantly more effective at

leveraging online data to reduce model uncertainty for constraint

satisfaction than the classic approach of least squares estimation,

which is a popular model adaptation method in online control.

These results highlight the potential of OCFT to effectively bal-

ance reducing thermal constraint violations while maintaining rea-

sonable energy efficiency, demonstrating its suitability for applica-

tions requiring strict adherence to thermal control requirements.

We provide a detailed comparison of OCFT, CPT-Adaptive, CPT-

NonAdaptive, RLPT, and the EnergyPlus controller in Figure 5,

where the zone temperature of all zones and the averaged value

are plotted. The figure illustrates the control behavior of these al-

gorithms during a one-day experiment in climate 5b in July. Light

lines represent the temperature changes for individual zones, and

the black dashed lines mark the upper and lower bounds of the

preferred temperature range, based on thermal comfort constraints.

An effective control algorithm should keep the temperature within

these bounds during occupied hours. For unoccupied hours, we set

the bounds to 13 and 35 degrees Celsius, as per ASHRAE guidelines,

though these are not shown in the figure due to the y-axis scale. The

shaded areas indicate periods when temperature violations occur,

with darker shading representing a higher number of simultane-

ous violations. This visualization highlights how each algorithm

manages temperatures and handles constraint violations through-

out the day. Notably, OCFT minimizes the number of violations

by learning to preheat the building before occupancy, as well as

extending the conditioning period after the building is unoccupied

to reduce violations when the preferred temperature bounds shift.

Another interesting observation is the end-of-day behavior. All

baselines take actions that gradually reduce zone temperature, re-

lying on the gap between the previous stable temperature and the

lower constraint bound to meet thermal comfort requirements in

the last few hours of the occupancy period. This approach risks

some zones barely remaining above the lower limit by the end of the

occupancy period. In contrast, OCFT consumes a little more energy

to raise the temperature in late afternoon, ensuring compliance

with thermal constraints.

5.2.2 Navigating energy-comfort trade-off via varying 𝜆. The trade-
off between optimizing energy consumption and satisfying thermal

comfort has been widely observed in HVAC control. As discussed

in Section 5.2.1, OCFT reduces thermal comfort violations but at

the cost of increased energy usage. In this section, we explore

the primary hyperparameter, 𝜆, which governs the energy-comfort

trade-off inOCFT.We fix the regularization factors𝜂1 and𝜂2 to both

be 1, and test 𝜆 values ranging from {1𝑒1, 5𝑒1, 1𝑒2, 1𝑒3, 2𝑒3, 5𝑒3, 1𝑒4,
1𝑒5, 1𝑒6} across all climate zones and seasons. Since the actions

are limited to the range [0.1, 1] and the constraint violations are

regularly observed to be in [0, 50], we choose the regularization
penalty in the proposed range to cover a wide range of values to test

the balance between selecting actions that are close to the suggested

actions and actions that violate thermal comfort constraints. A

higher 𝜆 makes OCFT more inclined to follow RLPT actions for

energy efficiency, with 𝜆 = 1𝑒6 producing behavior nearly identical

to RLPT. To enhance readability, Figure 6 presents the percentage

increase in energy consumption on the x-axis and the percentage

decrease in temperature violations on the y-axis (reversed). Each

line connects results from the same climate and season, while the

orange star indicates the average change in energy consumption

and thermal comfort violations for each 𝜆.

In the winter, a clear trade-off curve emerges across all climates.

As the points are connected in order of decreasing 𝜆, the plot demon-

strates how 𝜆 can effectively tune the balance between energy con-

sumption and temperature constraint satisfaction. Lower 𝜆 values

result in higher energy consumption but significantly fewer tem-

perature violations. The consistent curve shapes across climates

show that OCFT performs robustly in different environments.

In the summer, energy consumption remains relatively stable

no matter whether the model is tuned for either stricter tempera-

ture constraints (low 𝜆) or more aggressive energy savings (high

𝜆). This suggests that OCFT can substantially reduce constraint
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Figure 6: Energy-comfort trade-off of OCFT as the trust pa-
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violations without a corresponding increase in energy usage when

using a smaller 𝜆, highlighting its potential for efficient operation.

Interestingly, in colder climates (zones 6-8), OCFT can reduce both

constraint violations and energy consumption simultaneously in

the summer, suggesting that a smaller 𝜆 may be particularly advan-

tageous in these regions.

5.2.3 Robustness to feature functionsΦ . An essential component of

OCFT is the set of feature functions, trained on the source building

using offline data. While high-quality and diverse feature functions

are desirable to better approximate the true HVAC dynamics as

described by (1), training a large set of rich feature functions can be

resource-intensive. To address this, we investigate the robustness of

OCFT relative to both the quality and quantity of feature functions.

Specifically, we compare the constraint satisfaction performance of

OCFT when using 60 ICNNs, versus reduced versions with only 45

and 30 ICNNs.

The results are summarized in Figure 7. Across all 19 climate

locations, OCFT with 30 or 45 ICNNs, randomly sampled from the

original set of 60 ICNNs, performs almost as well as the version

using all 60 ICNNs. Such results are statistically significant, as

indicated by the short error bars. Since we trained 15 ICNNs for

each seasonal month, random sampling from the full set of 60 ICNNs

can result in an imbalanced representation of the seasonal HVAC

dynamics.

Interestingly, in some cases, OCFT performs better with fewer

ICNNs. Notably, in climates 2a and 2b, using 30 or 45 ICNNs leads

to approximately 10% fewer temperature constraint violations com-

pared to the version using all 60 ICNNs. One possible explanation is

that reducing the number of ICNNs could simplify the optimization
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Figure 7: Total number of thermal constraint violation of the
21-day period aggregated over all 15 zones for OCFT with
60 ICNN feature functions (orange), 45 ICNNs uniformly
randomly sampled from the original 60 feature functions
(purple), and 30 ICNNs randomly sampled from the original
60 feature functions (green) for all 19 climate zones in both
summer (lighter shade) and winter (darker shade). Black er-
ror bar denotes 1 standard deviation across 3 different seeds.

process during policy learning. In scenarios where HVAC dynamics

are not complex, having fewer ICNNs might prevent the model

from overfitting.

In summary, Figure 7 suggests that OCFT maintains robust per-

formance even with a significantly reduced number of feature func-

tions. The experimental result demonstrates that reducing the com-

plexity of the feature set does not necessarily compromise, and may

even enhance, constraint satisfaction in certain climates.

5.2.4 Sensitivity to disturbance bound𝑊 . OCFT requires the knowl-

edge of the upper bound𝑊 on the disturbances per Assumption 2.

However, in realistic scenarios it is challenging to obtain such an

exact bound, especially with feature function approximation (1) for

the dynamics. Therefore, one may need to estimate𝑊 in order to

deploy OCFT. This section investigates the effect of the over- or

underestimation of𝑊 .

Underestimation of𝑊 . For a fixed set of data, disturbance bound

𝑊 directly controls the size of the consistent model set P𝑡 (c.f. line
4 of Algorithm 1). If𝑊 underestimates the true disturbance bound,

eventually P𝑡 will become empty. Empty P𝑡 means that there does

not exist a parameter in the entire uncertainty set Θ that could

have generated the observed data assuming the disturbances are

bounded by𝑊 . Therefore, we must adjust𝑊 to be a higher value

and re-computeP𝑡 such thatP𝑡 is non-empty and continue running

OCFT with the new𝑊 . This resets the model parameter learning

process via NCBC, since previously invalidated parameters under

the smaller bound are now re-introduced back to P𝑡 . As a result,
constraint violations will continue to happen until𝑊 converges

upward to the true disturbance bound.

Overestimation of𝑊 . If𝑊 overestimates the true bound, then

P𝑡 will remain non-empty. However, it has been shown that even
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Figure 8: Sensitivity analysis for the value of𝑊 . The exper-
iment begins with𝑊 = 1.5 and tracks the likelihood of the
model set P𝑡 becoming empty throughout the experiment.
𝑊 is increased by 0.1 each time P𝑡 is empty.

in the idealized stochastic disturbance and linear dynamics setting,

if𝑊 is conservative, the set P𝑡 will not converge to the true pa-

rameter 𝜃★ but only to a neighborhood of it, with the size of the

neighborhood depending on the conservativeness of𝑊 [31]. More-

over, unnecessarily large𝑊 will generate a large initial consistent

model set P0, which negatively impacts the constraint violation

bound in (3).

Identifying the optimal balance between over- and underesti-

mating𝑊 can be challenging. Different environments and HVAC

systems may necessitate distinct values of𝑊 for the algorithm

to perform optimally. To address this, we examine the sensitivity

of OCFT’s performance with respect to variations in𝑊 . Figure 8

illustrates the probability that a given𝑊 results in an empty P𝑡
when running experiments across various climates and seasons.

A higher percentage indicates that the corresponding𝑊 is likely

underestimated for the specific experiment. It is evident that for

𝑊 > 3.5, the risk of underestimation is minimal, except in cold

winter conditions. This figure highlights the minimum𝑊 needed

to avoid an empty P𝑡 during experiments. Furthermore, Figure 8

shows that, regardless of climate zone, setting𝑊 between 3.5 and

5.5 is sufficient in most cases in our study. This indicates that exten-

sive tuning of𝑊 is generally unnecessary across different settings.

In all the experiments presented in the previous sections, we fix

𝑊 = 4 for Algorithm 1 and increase this bound by Δ𝑊 = 0.1 every

time P𝑡 becomes empty.

In Figure 9, we show the performance of OCFT instantiated

with different values of𝑊 corresponding to that of Figure 8. For

clarity, the result is grouped based on the climate zone. Moreover,

we calculate the average number of constraint violation over each

group. As can be seen in Figure 9, even with a highly conservative

overestimation of𝑊 , e.g.,𝑊 = 6, OCFT still manages to achieve

similar constraint satisfaction performance as OCFT with𝑊 = 4,

where Figure 8 has shown this value is sufficient for feasibility for

hot and warm climate zones. Therefore, the experiment suggests

that despite theoretical drawbacks, OCFT using a conservative

upper bound for𝑊 can potentially remain performant for HVAC

control applications across diverse environments.
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Figure 9: Average number of temperature constraint viola-
tions observed in experiments with varying𝑊 values across
different climates and seasons.

6 CONCLUDING REMARKS
Constraint satisfaction is a central challenge in machine learning-

based control of HVAC systems due to the inherent tension between

exploration and safety. Despite the growing body of work on op-

timal control of HVAC systems, limited progress has been made

toward enforcing operational and thermal comfort constraints, es-

pecially by augmenting existing control policies that are learned on

the target building or transferred to that building, rather than de-

veloping new control policies which is prohibitively expensive. We

addressed this important gap in the literature by designing a novel

algorithm, called OCFT, and experimentally quantified the cost of

compliance with constraints with respect to energy consumption.

Using learned feature functions that approximate zone-level dy-

namics in a source building, OCFT augments an arbitrary black-box

policy by solving a robust optimization problem to select actions

that closely track actions suggested by the black-box policy, while

conforming to operational and thermal comfort constraints. This

results in a significant reduction of constraint violations across a

wide range of climates. An important future direction is to study

the theoretical properties of the trust parameter in the algorithm

used to trade off constraint satisfaction and energy consumption.
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A PROOF OF THEOREM 1
The main technical machinery that enables Theorem 1 is the fol-

lowing result adapted in the context of this paper, which provides

a sufficient condition on (2) for Theorem 1 to hold.

Corollary 2 (Direct conseqence of Theorem 2.5 in [26]).

If there exists 𝜌 > 0 such that for all 𝜃 ′ ∈ P0 and ˆ𝜃 ∈ P0 such that


𝜃 ′ − ˆ𝜃





2

≤ 𝜌 , the action 𝑎′ generated by the solution of (2) using 𝜃 ′

guarantees that 𝑇 +𝑊 ≤ ˆ𝜃⊤Φ(𝑠, 𝑧, 𝑎′) ≤ 𝑇 -W for all 𝑠 ∈ S, 𝑧 ∈ Z,
then the following violation guarantees hold: Algorithm 1 will violate
the constraint bound [𝑇, 𝑇 ] at most

2𝛾

𝜌
diam(P0) + 1

times, where 𝛾 denotes the competitive ratio of NCBC, and P0 is the
initial consistent parameter set constructed using log data.

We refer interested readers to [26] for the details of the original

result. With Corollary 2, the proof of Theorem 1 reduces to showing

that indeed there exists 𝜌 for (2).

We show that 𝜌 = 𝜖/𝑇max for (2) satisfy the requirement of

Corollary 2. To see this, suppose action 𝑎 has been generated by (2)

using 𝜃 based on the current states 𝑠 and 𝑧. Consider ˆ𝜃 ∈ P0 such
that




 ˆ𝜃 − 𝜃



2

≤ 𝜌 , then we know by Assumption 3 that

𝑇 +𝑊 + 𝜖 ≤ 𝜃⊤Φ(𝑠, 𝑧, 𝑎) ≤ 𝑇 −𝑊 − 𝜖.
Therefore,

𝑇 +𝑊 + 𝜖 ≤ (𝜃 − ˆ𝜃 )⊤Φ(𝑠, 𝑧, 𝑎) + ˆ𝜃⊤𝜙 (𝑠, 𝑧, 𝑎) ≤ 𝑇 −𝑊 − 𝜖.
and with the choice of 𝜌 = 𝜖/𝑇max we have

(𝜃 − ˆ𝜃 )⊤Φ(𝑠, 𝑧, 𝑎) + ˆ𝜃⊤𝜙 (𝑠, 𝑧, 𝑎)

≤ ∥𝜃 − ˆ𝜃 ∥2∥Φ(𝑠, 𝑧, 𝑎)∥2 + ˆ𝜃⊤𝜙 (𝑠, 𝑧, 𝑎)

≤ 𝜌𝑇max + ˆ𝜃⊤𝜙 (𝑠, 𝑧, 𝑎) .

So
ˆ𝜃⊤𝜙 (𝑠, 𝑧, 𝑎) ≤ 𝑇 −𝑊 . The lower bound can be shown in a

symmetric fashion, which shows the desired result.

B PROOF OF COROLLARY 1
Before we present the formal state and proof of Corollary 1, we will

first introduce the technical assumption and definition necessary

for the result. Corollary 1 considers the idealized setting where the

underlying HVAC system can be described by (1) , with 𝑑𝑡 modeled

as stochastic noise. To this end, we formally define the additional

assumption on 𝑑𝑡 .

Assumption 4 (Tight bound on 𝑑𝑡 ). For any 𝜖 > 0, there exists
𝜙𝑑 (𝜖) > 0, such that we have

min(P(𝑑𝑡 ≤ 𝜖 −𝑊 ), P(𝑑𝑡 ≥𝑊 − 𝜖)) ≥ 𝜙𝑑 (𝜖) .

Moreover, 𝜙𝑑 (𝜖) = Ω(𝜖).

This assumption essentially says that the bound on the distur-

bances per Assumption 2 should be tight, where there is nontrivial

probability for 𝑑𝑡 to take values that are arbitrarily close to the

bound𝑊 and −𝑊 . In particular, the probability of being 𝜖 near the

boundaries should scale at least linearly with 𝜖 . Many common dis-

tributions such as the uniform distribution and truncated Gaussian

distribution satisfy this requirement.

Assumption 5 (Block Martingale small-ball [45]). With
filtration F𝑡 = F (𝑑0 . . . , 𝑑𝑡−1, 𝑧0, . . . , 𝑧𝑡−1, 𝑎0, . . . , 𝑎𝑡−1, 𝑠0, . . . , 𝑠𝑡 ),
there exists constants 𝜎 > 0 and 0 < 𝑝 ≤ 1 such that for all
𝜆 ∈ R𝑞 such that ∥𝜆∥

2
= 1, the F𝑡 -adapted stochastic process

{Φ(𝑠𝑡 , 𝑧𝑡 , 𝑎𝑡 )𝑡 }𝑡≥0 satisfies P( |𝜆⊤Φ(𝑠𝑡 , 𝑧𝑡 , 𝑎𝑡 ) | ≥ 𝜎 |F𝑡 ) ≥ 𝑝 for all
𝑡 ≥ 1.

Assumption 5 requires the actions 𝑎𝑡 and measurable distur-

bances 𝑧𝑡 to generate Φ(𝑠𝑡 , 𝑧𝑡 , 𝑎𝑡 ) that satisfy the block martingale

small-ball (BMSB) condition. BMSB can be interpreted as the prob-

abilistic counterpart of persistent excitation, commonly seen in the

system identification literature [39]. BMSB essentially states that

the state vector Φ(𝑠𝑡 , 𝑧𝑡 , 𝑎𝑡 ) produced by the feature functions will

visit all directions in the state space, facilitating the identification

task. Depending on the type of feature functions, Assumption 5 can

be guaranteed using 𝑎𝑡 based on ideas from e.g.[9, 23, 27]. With

Assumption 5, we are in position to state the following theorem,

which Corollary 1 builds upon.

Theorem 2 (adapted from Theorem 3.1 of [31]). Suppose As-
sumption 1, 2, 4 and 5 holds and 𝑑𝑡 is i.i.d. with zero-mean for all
𝑡 ≥ 0. For any𝑚 > 0 any 𝜖 > 0, when 𝑇 > 𝑚, we have

P(diam(P𝑇 ) > 𝜖) ≤ 𝑇

𝑚
𝑂̃ (𝑞2.5)𝑎𝑞

2
exp(−𝑎3𝑚) (4a)

+ 𝑂̃ (𝑞2.5)𝑎𝑞
4

(
1 − 𝜙𝑑

(𝑎1𝜖
4

)) ⌈𝑇 /𝑚⌉
(4b)

where 𝑂̃ ignores logarithmic terms, 𝑞 is the number of feature func-

tions in (2), 𝑎1 =
𝜎𝑝
4
, 𝑎2 =

64(𝑇max𝜅 )2
𝜎2𝑝2

, 𝑎3 =
𝑝2

8
, 𝑎4 =

4𝑇max𝜅
√
𝑞

𝑎1
,

𝑝 , 𝜎 are defined in Assumption 5, ⌈·⌉ denotes the ceiling function,
𝜅 := max𝜃 ∈Θ ∥𝜃 ∥2 with Θ the initial uncertainty set defined in As-
sumption 1, and 𝜙𝑑 (·) is defined in Assumption 4.

Theorem 2 guarantees that under the specified stochastic assump-

tions on 𝑑𝑡 and the output of the feature functions, the diameter

of the consistent model parameter set P𝑇 will be arbitrarily small

over time with high probability. Since the true model parameter

𝜃★ ∈ P𝑇 for all 𝑇 ≥ 0, any hypothesis models selected by NCBC
in Algorithm 1 therefore will be arbitrarily close to 𝜃★ under Theo-

rem 2. For the full constants inside 𝑂̃ (·), we refer interested readers
to [31]. We are now ready to state the formal version of Corollary 1.

Corollary 3 (Sample complexity). Suppose Assumption 1, 2, 4
and 5 holds and 𝑑𝑡 is i.i.d. with zero-mean for all 𝑡 ≥ 0. Then with at
least probability 1 − 2𝛿 for any 𝛿 > 0, Algorithm 1 will not violate
the comfort constraints [𝑇, 𝑇 ] for all 𝑡 ≥ 𝑇★ with 𝑇★ = 𝑂̃ (𝑞2.5/𝜖),
where 𝜖 is the robustness margin in Assumption 3.

Proof. Fix a small constant 𝛿 > 0, our goal is to find 𝑇★
that

will make the right hand side of (4) equal to 2𝛿 in order to reach
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the conclusion of the corollary. To achieve this, we will choose

𝑚 = 𝑂 (𝑞 + log𝑇 + log(1/𝜖)). Plugging this𝑚 back in (4a), we see

that 𝑇𝑂̃ (𝑞2.5)𝑎𝑞
2
exp(−𝑎3𝑚) ≤ 𝜖 . Since𝑚 ≥ 1, we obtain (4a)≤ 𝛿 .

For (4b), we use the assumption that 𝜙𝑑 ( 𝑎1𝜖4 ) = 𝑂 ( 𝑎1𝜖
4
) to obtain

that (1 −𝑂 ( 𝑎1𝜖
4
)) =

(
𝛿

𝑂̃ (𝑞2.5 )𝑎𝑞
4

)𝑚/𝑇
, which is equivalent to

𝜖 = 𝑂 ( 4
𝑎1
) ©­«1 −

(
𝛿

𝑂̃ (𝑞2.5)𝑎𝑞
4

)𝑚/𝑇 ª®¬
≤ 𝑂 ( 4

𝑎1
) log ©­«

(
𝛿

𝑂̃ (𝑞2.5)𝑎𝑞
4

)𝑚/𝑇 ª®¬
= 𝑂̃

(
𝑞2.5

𝑇

)
.

Here we have assumed without loss of generality that 𝑇 /𝑚 is an

integer. Therefore, for all𝑇 ≥ 𝑂̃ (𝑞2.5/𝜖), we have that diam(P𝑇 ) ≤
𝜖 with probability 1 − 2𝛿 .

□

C HYPERPARAMETERS FOR EXPERIMENTS

Table 1: Hyperparameters used for each figure.

Hyperparameter name

W 𝜆 ICNN size

Figure 3, 4, 5 4 50 60

Figure 6 4 9 values 60

Figure 7 4 50 3 values

Figure 8 1.5 50 60

Figure 9 4 values 50 3 values
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