Proof for the Equivalence Between Some Best-First Algorithms
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e Explanation of an AND/OR tree
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® Three values --- false, unknown, and true
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o d d unknown true unknown

true unknown unknown

e ¢ is the most-proving node
—> Affecting to both proof number and disproof number
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Starting from the root
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1. Select a most-proving node

3. Propagate toward the root

o true unknown
the solution is found

true unknown unknown
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e At each node n, searc h below
while n.pn < n.thpy

OR node

and n.dn < n.thy,

e At each OR node n,

—search the child n., with minimum proof number
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nchéhdn — nfhdn + nch.dn — chh%ld-dn

no --- is the child with second minimum proof number



Proof of the equivalence (1)
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Proof of the equivalence (3)
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e A narrow definition of most-proving node

(but dynamically)

e expanded in the same order
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Experimental Result

(151 Othello positions with 15 vacant squares appeared at PrincetonlII)
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—> Df-pn-search needs only 60-85% node -
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e Proposal of a new depth-first algorithm (df-pn-search)
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