‘And always, he fought the temptation to choose a clear, safe course, warning “Ihat path
leads ever down into stagnation.”

Frank Herbert, Dune
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EXGFCISG . MOde“ﬂg Gila) sum of rewards when a taken prior to ¢ _ Z:i Ri»1a,—s

number of times a taken prior to ¢ Zf:i 1a.—,

Suppose a game where you choose to flip one of two (possibly unfair) coins. You win
$1 if your chosen coin shows heads and lose $1 if it shows tails.

1. Model this as a K-armed bandit problem: define the action set.
2. Is the reward a deterministic or stochastic function of your action?

3. You do not know the coin flip probabilities. Instead, you are unable to view 6
sample flips for each coin respectively: (T, H, H, T, T, Y and (H, T, H, H, H, T).
Use the sample average formula (equation 2.1 in the book) to compute the
estimates of the value of each action.

4, Decide on which coin to flip next! Assume it’s an exploit step.
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Solution — Modeling
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Exercise 2.3 of the textbook

Ezercise 2.3 In the comparison shown in Figure 2.2, which method will perform best in
the long run in terms of cumulative reward and probability of selecting the best action?
How much better will it be? Express your answer quantitatively. [
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Solution — Exercise 2.3 of the textbook
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Exercise 2.4 of the textbook

Ezxercise 2./ 1If the step-size parameters, «,,, are not constant, then the estimate Q,, is
a weighted average of previously received rewards with a weighting different from that
given by (2.6). What is the weighting on each prior reward for the general case, analogous

to (2.6), in terms of the sequence of step-size parameters? ]
= aR,+(1-a)Q,
= aR,+(1—a)[aR,—1+ (1 —a)Qn-1]

aR, + (1 —a)aR,_1+ (1 —a)’Qn_1
= oR,+(1—a)aR,_1+ (1 —0a)?aR,_o+
o+ (1-a)" taR; +(1—a)"Q:

= (1-o)"Qi+ ) a(l-a)" 'R
1=1

.
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Solution — Exercise 2.4 of the textbook
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Exercise 2.6 of the textbook

Ezxercise 2.6: Muysterious Spikes 'The results shown in Figure 2.3 should be quite reliable
because they are averages over 2000 individual, randomly chosen 10-armed bandit tasks.
Why, then, are there oscillations and spikes in the early part of the curve for the optimistic
method? In other words, what might make this method perform particularly better or

worse, on average, on particular early steps? [
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Solution — Exercise 2.6 of the textbook
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Exercise 2.7 of the textbook

Exercise 2.7: Unbiased Constant-Step-Size Trick In most of this chapter we have used
sample averages to estimate action values because sample averages do not produce the
initial bias that constant step sizes do (see the analysis leading to (2.6)). However, sample
averages are not a completely satisfactory solution because they may perform poorly
on nonstationary problems. Is it possible to avoid the bias of constant step sizes while
retaining their advantages on nonstationary problems? One way is to use a step size of

Brn = a/on, (2.8)

to process the nth reward for a particular action, where o > 0 is a conventional constant
step size, and 0,, is a trace of one that starts at 0:

On = 0p_1+a(l —0,_1), for n >0, with og=0. (2.9)
Carry out an analysis like that in (2.6) to show that @, is an exponential recency-weighted

average without initial bias. O
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Solution — Exercise 2.7 of the textbook
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Exercise 2.8 of the textbook

Ezxercise 2.8: UCB Spikes In Figure 2.4 the UCB algorithm shows a distinct spike
in performance on the 11th step. Why is this? Note that for your answer to be fully
satisfactory it must explain both why the reward increases on the 11th step and why it
decreases on the subsequent steps. Hint: If ¢ = 1, then the spike is less prominent. [
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Solution — Exercise 2.8 of the textbook
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Next class

o What I plan to do: Fundamentals of RL: Markov Decision Processes (MDPs)

o  Non-comprehensive overview about things related to MDPs (First half of chapter 3 of the textbook).

« What | recommend YOU to do for next class:
o  Watch videos of Week 2 of Coursera’s Fundamentals of RL (Module 1): M1W2.
o  Finish the recommended reading for Coursera’s M1W?2.
o  Start collecting (and post) questions in eClass/Slack about the topic.

o  Submit practice quiz for Coursera’s Fundamentals of BL: MDPs (M1 W2).

You won’t have a graded assignment next week, only the practice quiz! =
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