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ABSTRACT
Predicting the positive or negative attitude of individuals
towards each other in a social environment has long been of
interest, with applications in many domains. We investigate
this problem in the context of the collaborative editing of
articles in Wikipedia, showing that there is enough informa-
tion in the edit history of the articles that can be utilized
for predicting the attitude of co-editors. We train a model
using a distant supervision approach, by labeling interac-
tions between editors as positive or negative depending on
how these editors vote for each other in Wikipedia admin
elections. We use the model to predict the attitude among
other editors, who have neither run nor voted in an elec-
tion. We validate our model by assessing its accuracy in the
tasks of predicting the results of the actual elections, and
identifying controversial articles. Our analysis reveals that
the interactions in co-editing articles can accurately predict
votes, although there are differences between positive and
negative votes. For instance, the accuracy when predicting
negative votes substantially increases by considering longer
traces of the edit history. As for predicting controversial ar-
ticles, we show that exploiting positive and negative interac-
tions during the production of an article provides substantial
improvements on previous attempts at detecting controver-
sial articles in Wikipedia.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

Keywords
Wikipedia, Admin Election, Social Interactions, Controver-
sial Articles

1. INTRODUCTION
The recent proliferation of social technologies such as We-

blogs, Wikis, social networking sites, etc. has been met
with widespread adoption by a large fraction of the general
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time editor action ∆ comment
3:55 Infinity0 Rv — revert weasel words and pov
4:06 RJII Rv 412 revert to rjii infinity is mislead-

ing the readers to think that
tucker opposes employee em-
ployer relations...

4:09 Infinity0 Rv -412 it says that tucker supported pri-
vate mop please read your ver-
sion uses many weasel words

4:12 RJII Del -131 anarcho capitalism tag
4:15 RJII Ins 382 noting that tucker supports lib-

erty of people to engage in
employee employer relationships
don’t censor this fact

4:29 Infinity0 Del -12 anarcho capitalism what’s dubi-
ous it’s a direct quote

5:21 Infinity0 Del -264 anarcho capitalism
12:03 other† Ins 41 ruined it

† Different user, with id VolatileChemical.

Figure 1: Partial edit history of article on Anarchism.

population, who have crossed the line from consumers to
producers of content. This phenomenon, which now seems
irreversible, has had a tremendous impact on how large seg-
ments of society get informed and educated. One particular
example of this trend is Wikipedia, which has become one
of the 5 most visited websites [4] (up from 500-th in 2004).
Anecdotal evidence points to problems and virtues of relying
on Wikipedia [9], but the trend seems to be that Wikipedia
will indeed become the primary source of reference for most
common knowledge in the world.

One of the major strengths of Wikipedia, its openness, is
also one of its main sources of criticism. The argument is
that virtually anyone can edit any Wikipedia article, regard-
less of their intentions and/or knowledge about the topic of
said article. Even for articles where all editors are well in-
tentioned and knowledgeable, the diversity of opinions and
points of view will lead to disagreement during the editing
process. Since editing is a continuous process, it is possible
that consecutive visits to the same article return drastically
different material, possibly reflecting the different biases and
opinions of different editors. Quality control in this model
is delegated to the crowd—if the topic is important to a
large enough group of editors, the collaborative editing pro-
cess will (eventually) lead to a high-quality article. Also,
the entire edit history of the article is made available to the
reader—who could in principle inspect it before deciding
whether or not to trust the content (see, e.g., Figure 1). Fi-
nally, articles whose editing process deteriorate into flagrant
disputes are explicitly marked as controversial by a group



of administrators, most of whom are elected by their peers
(other editors), warning the readers about the contentious
or disputable nature of the content that they may read.

A question that arises in this context is whether or not
one can detect the attitude (positive or negative) of editors
towards each other from the recorded history of interactions
between them, in the articles they co-edit. This would be
useful to automate the identification of controversial articles,
for instance. Figure 1 shows a small fragment of the edit his-
tory of the article on Anarchism around March of 2006 (the
“∆” column indicates the net change in length of the article,
measured in characters between consecutive versions). At
the time of writing, the article contained 15,767 edits. We
focus on the interactions between two editors: RJII, who
contributed 1,544 edits, and Infinity0, who made 433 edits.
The disagreement between these editors is evidenced by their
direct mutual accusations and the difference in their use of
language: in this article, on average, RJII writes longer com-
ments than Infinity0 (70.6 characters vs 49.3 characters) and
also uses more positive terms in his comments (423 versus
115). The sequence and timing of the actions is also reveal-
ing. The two editors are working concurrently, sometimes
fully undoing each other’s work (called reverting versions
and indicated as Rv or revert action in the Wikipedia logs)
and other times doing so partially, by deleting or inserting
content to the previous version (indicated as Del and Ins
actions, respectively).

While the history snippet above is clear evidence that
these two editors did not collaborate, it should be clear
that analyzing the edit history of articles in search of dis-
agreements and potential controversies would be virtually
impossible for the reader. The sheer volume of data and the
frequency with which the edit histories change make such
an approach impractical. Moreover, not every editor writes
descriptive comments. In fact, there were several examples
in further interactions involving Infinity0 in which he/she
would simply revert back to a previous version without any
justification. Another issue is that focusing on individual
editors is unlikely to lead to good results as well. Again in
this example, several editors “teamed up” with RJII against
Infinity0.

1.1 Our Contribution
We propose a method to predict the attitude (positive

or negative) between two editors based on the edit history
of their interactions. Using this method, we build a signed
network [23] of all editors of an article which allows us to
infer whether or not the said article contained controversial
material.

Our methods are based on machine learning, using classi-
fiers. To obtain labeled training data, we resort to a distant
supervision approach, using the records of Wikipedia admin-
istrator elections. For every vote of editor e1 for editor e2,
we extract all interactions between them and label such in-
teractions according to the vote. Our intuition is that a vote
for administrator is an unequivocal declaration of agreement
or disagreement among editors. Indeed, in our motivating
example, RJII voted against Infinity0 when he ran for ad-
ministrator, emphatically voicing his opinion with comments
such as “NO WAY! The kid is OUT OF CONTROL... [his]
philosophy is to ban an editor whose edits would otherwise
prevail... EXTREMELY unethical”.

We validate our model in two ways. First we use it to

predict actual votes in the administrator elections. Our re-
sults show an interesting contrast: overall, one can predict
positive votes among editors with a markedly higher accu-
racy. However, the accuracy when predicting negative votes
increases more as we increase the number of interactions in
the edit history. This suggests that positive interactions and
attitudes between editors are the norm, and that negative
interactions are not easily forgotten by editors. We also val-
idate our classifier for controversial content on a sample of
480 articles (240 marked as controversial by the adminis-
trators). Our results are very encouraging, leading to 84%
accuracy overall. We compare our method against other
alternatives, including a classifier based on a completely dif-
ferent set of features, and whose accuracy is around 75%.
We combine both classifiers as well, increasing the accuracy
further to almost 90% in our tests.

2. RELATED WORK
Our work relates to the following areas.

Trust management in Wikipedia. Among the large body
of work on Wikipedia, our work mostly relates to trust and
reputation management, where a trust score is assigned to
an article [6,16,34], to selected parts of an article [2], or even
to contributors [3,7,17]. These works often use information
from the edit history (or the so-called revision history) of
an article, including edit operations and the way the article
evolves in response to an edit, for their scoring. For instance,
reverts (undoing an edit) and restores (changing back to an
earlier version) are treated as direct indications of respec-
tively distrust and trust in most of these work; depending
on the reputation of the initiator editor, the reputation of
the recipient editor is identified.

Text stability is exploited by other authors, [2,3,21] with
the intuition that an edit or text that remains longer as
part of the article has been approved implicitly by other
editors compared to an edit that is undone very soon, hence
implying some notion of trust. Having access to visit log
data, the number of visits is another metric used as the
notion of the quality or impact of a contribution in [26].

Other features that are used to establish some notion
of trust are the reputation of the editors of previous ver-
sions [10, 34], interactions in other contexts such as admin
elections and barnstars [24], and finally the degree of inter-
vention of admins in monitoring and improving articles [17].

Our work is also related to coordination and conflict mod-
eling in Wikipedia. For instance, Kittur et al. [20] uses sev-
eral article-level metrics such as the number of authors, the
number of versions, the number of anonymous edits, etc.
to train a model for predicting the number of controversial
tags assigned to an article. Similarly, using these tags as
the ground truth, Vuong et al. [31] built a model to assign a
controversy score to articles assuming a mutual reinforcing
relationship between controversy score of articles and their
contributors.

Identifying attitudes in other domains. Considerable work
has been done in sentiment analysis in many different do-
mains, ranging from product reviews [25] to forum discus-
sions and news [8,29]. Sentiment analysis aims at classifying
statements about a topic, event or product as either posi-
tive or negative, but does not directly extract relationships



between people. However, it can be used to classify people
based on the similarity of their stated opinions to supporting
or opposing camps [29].

On a more related level, there is also work on extracting
agreement or disagreement relationships in conversational
meetings or discussion forums [11, 14, 15]. For meetings in
particular, these relationships are learned from a wide range
of features such as the number of words in the utterance of
the first speaker, the number of common n-grams in their
utterances [11,15], and the previous history of agreement or
disagreement between the two speakers [11]. For forums, the
attitudes of participants are inferred from the sentences that
contain second person pronouns and a sentiment word [14].
Depending on the sentiment expressed in these sentences, a
positive or negative attitude is assigned between the corre-
sponding participants of each sentence.

Social Network Analysis. Our work is also related to link
prediction or inference in both unsigned and signed net-
works. Gilbert et al. [12] used seven different categories of
features and a linear regression model to learn the strength
of links between users in Facebook. The model was trained
on a dataset with 2000 links collected from responses of 35
participants about the strength of their relationships with
random members of their friends list. In another work [32],
a notion of link strength between users was established based
on the pairwise similarity of their profiles and their interac-
tion histories and was tested in both Facebook and LinkedIn.

Finally, the link prediction was studied in a more re-
cent work [23] in the context of two well-known theories
from social psychology, namely balance, and status, and was
tested on three different domains: Slashdot, Epinions, and
Wikipedia admin election.

3. TERMINOLOGY
In this section, we define some of the key technical terms

that we use later in the paper.

Definition 1. We say an interaction happens between
two editors e1 and e2 if they both edit the same article and
their edits are related.

Two edits may be considered related under multiple circum-
stances. For example, two edits may be considered related
if they are applied to the same or near-by sections of an ar-
ticle; also one would expect related edits to happen within
some temporal proximity with not many other edits falling
between them. This is on the basis that an edit may be
triggered by or may rectify to improve an earlier edit, and
with a large gap between two edits, this hypothesis may not
hold. For our purpose of inferring interactions between edi-
tors, the following gives a more clear and workable definition
of relatedness.

Definition 2. Two edits are related if they are both ap-
plied to the same article and the distance between the edits
in terms of the number of intermediate versions is less than
a threshold.

The distance between edits is defined in terms of the num-
ber of versions the article goes through between the edits,
instead of elapsed time, to account for the variance that ex-
ists in activity rate of different articles. To set the threshold
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Figure 2: Distance distribution of revision pairs editing the
same section

for related edits, we look at the maximum distance of all
pairs of edits that modify the same section1 of the same
Wikipedia article. Intuitively, two versions editing the same
section are more likely to be the result of a collaboration
interaction and be related than two edits on different parts
of the same article or different articles.

Figure 2 shows the cumulative distribution of the pairs of
revisions editing the same section in terms of the maximum
distance (i.e. number of versions) in between. The data
for this plot comes from a random sample of 100 Wikipedia
articles. As one can see, these revisions in about 40% of
times are happened in two consecutive versions, while 70%
are applied within 9 or less versions, and finally over 90%
of them are at most 34 versions apart. Thus, we set the
threshold for edits to be related at 34.

Definition 3. Collaboration profile is an ordered sum-
mary of a set of statistics about the individual activities of
each of the e1 and e2 editors on editing Wikipedia articles,
along with their pairwise interactions on the set of their co-
edited articles.

For each collaboration profile, cpe1,e2 , a sign (positive or
negative) can be assigned denoting the supporting or oppos-
ing attitude of editor e1 toward editor e2. This attitude can
be potentially different from the attitude of e2 toward e1
(cpe2,e1). Hence, in the profile of cpe1,e2 , we refer to e1, and
e2 as the source and the target editors respectively.

Definition 4. A collaboration network is a directed, signed
graph G = (V,E) associated with a Wikipedia article a,
where V is the set of all editors who contributed in creat-
ing at least one revision for a, and E ⊂ V × V × W is
the set of weighted edges connecting editors with non empty
collaboration profiles.

A directed edge from e1 towards e2 with weight w repre-
sents an existence of a cpe1,e2 , and w is a number that can
be positive or negative depending on the type of the collab-
oration profile. In a binary signed collaboration network,
w ∈ {−1,+1}, while in a weighted signed collaboration net-
work, w can be any real number, often normalized within
[−1,+1].
1Every article in each of its versions can be broken down into
shorter units, called sections, where each section discusses
the article from a different aspect.
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Figure 3: Three groups of features in collaboration pro-
file representing the attitude of editor S (Source) towards
T (Target)

4. INFERRING ATTITUDES
With a large number of revisions associated to an editor,

and an even larger number of words, expressions or clues
that may indicate some form of sentiment in those revisions,
it becomes a challenge to infer the attitude of one editor to-
wards another. In this section, we describe our approach
for inferring attitudes using a set of features and statistics
obtained from revision history of edited pages. These statis-
tics are used in a form of a collaboration profile, which we
learn to classify them as positive or negative denoting the
corresponding attitude of one editor towards another. In the
following two sections, we first describe how we build these
profiles, and then how we learn to classify them.

4.1 Building collaboration profiles
The features used in our collaboration profiles are grouped

into three parts, as shown in Figure 3. As the names suggest,
individual features are derived from each editor individually
based on his/her revisions, and represent the general behav-
ior of that editor, while the directional and mutual features
represent the behavior of an editor with respect to another
editor, describing how this editor (referred to as source edi-
tor) interacts or collaborates with the other editor (referred
to as target editor). Hence, individual features are assigned
to each editor, the directional group features are assigned to
an ordered pairs of editors, whereas the mutual features are
assigned to an unordered pairs of editors. In the following,
we describe each of these groups of features in more detail.

Individual features. To describe the general activity level
of an editor, our individual features include for each editor
the number of articles edited, total number of revisions, and
the average contribution size over articles edited, where the
contribution size of an editor in an article is the ratio of
revisions made by the editor to all revisions made to the
article. As a base to see the type of articles an editor edits,
the average concentration ratio of all articles edited by the
editor is also kept (i.e. concentration ratio of an article is
defined as the ratio of unique editors to all revisions of that
article). The intuition here is that a high concentration ra-
tio might cause bias and information censoring compared to
a low concentration ratio where the contribution is shared
among all editors more evenly.

To characterize the general writing tone of an editor, our
features include the number of agreement terms and the
number of disagreement terms both in comments of revisions
made by the editor, selected from the most frequent words
including uni-grams, bi-grams and tri-grams that appear in
the comment lines of a set of manually-tagged agreement
and disagreement edits. Prominent examples of terms in-
dicating agreement are “add”, “fix”, “spellcheck”, “copyedit”,
“clarify”, and “move”. On the other hand, terms such as
“uncited”, “fact”, “is not”, “bias”, “claim”, “revert”, and “see
talk page” are indicators of disagreement. Similar statis-

tics are also extracted from revisions immediately after an
editor’s revisions, which are likely to contain responses.

Other features we consider are based on revert and re-
store actions, for example whether or not other editors like
an editor’s revisions. Specifically, we keep for each editor
the number of reverted revisions, the number of restored
revisions and also the number of revisions made by others
but reverted by that editor. We also keep track of the av-
erage ∆ size of an editor’s revisions and the average ∆ size
of revisions immediately after his revisions. The ∆ size of a
revision is the net change in length of the article, measured
in characters between consecutive revisions , hence it can be
negative if an edit simply removes some content.

In order to capture a priori tendency of an editor to get
into conflicts, we also compute the average conflict score of
all articles which the editor has been involved with, where
the conflict score of an article is simply the fraction of con-
flicting interactions in that article.

Definition 5. An interaction is conflicting if any one of
these conditions are met:

1. the revisions are consecutive and the edit length of the
later revision is negative,

2. the revisions are consecutive and the later revision uses
more negative terms than positive terms in its com-
ment line, or

3. the revisions are related and the later revision reverts
the earlier revision.

Finally, we also compute the average time it takes an ed-
itor to respond as well as the average time before the editor
gets a response. Intuitively, these can help gauge if an editor
engages in so-called “revision wars”, characterized by rapid
fire of disagreement responses.

Directional features. As for directional features, we have
separate statistics for each pair of editors (one in each di-
rection). For these features, we use the ratio of co-edited
articles to all articles edited by one editor, and the ratio of
revisions by one editor in co-edited articles to the edits of
that editor across all articles he edited.

Mutual features. Finally, for the class of mutual statistics
we treat the pair undirected by considering the following
features: the number of co-edited articles; the number of in-
teractions; ratio of conflicts over all interactions; the average
number of versions between related revisions in correspond-
ing interactions; and the fraction of interactions correspond-
ing of consecutive revisions; Also as a base for comparison,
we compute the average concentration ratio, and conflict
score of all co-revised articles for the pair of editors.

4.2 Classifying collaboration profiles
Given the profiles of editors and their collaborations, our

goal is to classify each collaboration into one of agreement
or disagreement. In the absence of labeled data, one needs
to resort to heuristics to infer labels for collaborations. For
instance, Maniu et al. [24] use features such as the number
of deleted, inserted, and replaced words, and whether an
editor has given barn-star award to another and label each
feature intuitively as a sign of a positive or negative rela-
tionship. Then, the final sign of the relationship of a pair
of editors is determined based on the sign of the majority



Table 1: Statistics of election dataset
number of elections 3713

number of unique editors 9541
positive votes 130193
negative votes 36239
repeated votes 5601
conflict votes 1420

class. The authors in [5] develop a content-based method,
by building a topic model of edits. In their method, the
relationship of a pair of editors, for instance, editing the
same paragraph takes a value in the range [-1,1] depending
on whether one editor changes the topic distribution of the
paragraph towards the changes made by the other editor
of that paragraph or not. This approach again relies on a
heuristic which is limited to interactions that can change
the topic distribution of an article; the method also has not
been evaluated.

Our work takes a more systematic approach by lever-
aging the strong relationship that exists between the way
Wikipedia editors collaborate in editing pages, and the way
they later vote in admin elections; the intuition here is that
an editor who casts, for example, a negative vote to a candi-
date is more likely to have a negative than a positive inter-
action with the candidate. In fact, this dataset is used in the
work of [24] with votes being a deciding feature in the sign of
relationships between two editors. However, they could only
use this feature for pairs who participate in elections, and
the number of those pairs is much smaller than the number
of pairs who interact.

In this paper, we use the election data to learn the weight
of features that contribute to positive or negative collabo-
rations. More specifically, we use the election data and tag
a limited set of interactions as positive or negative; a clas-
sifier is built on this labeled data, which can then be used
to predict the sign of collaboration profiles for other editors
who may or may not appear in the elections dataset. Our
results show that such a classifier can be built with a high
accuracy which is evident of the influence of collaboration
interactions on votes.

5. PREDICTING ADMIN ELECTIONS
In this section, we describe how we can learn collabora-

tion profiles from admin elections and how these profiles
can be useful in predicting votes. In our discussions, ad-
ministrators (shorten as admins) refer to a set of editors in
Wikipedia with certain, higher (than ordinary editor) priv-
ileges who are chosen by regular elections. In particular, in
each election, an editor becomes a candidate for promotion
into an admin editor and other editors can cast supporting,
opposing or neutral votes towards that candidate. The in-
formation about admin elections is available from Wikipedia
and is also used in some recent work [22, 23]. Our dataset
(as explained next) is more up-to-date and includes more
elections.

The election data is available in the usual Wikipedia dump
in the form of special articles called “Requests for Admin-
ship” (RFA). We collected and parsed all these RFA articles
from a recent Wikipedia dump (dated April 5, 2011), result-
ing in a dataset that covered 3713 elections (compared to
2794 elections extracted up to January 2008 in [23]). More
statistics about this dataset are shown in Table 1.

Table 2: Number of votes in extracted and mapped election
data

extracted data mapped data
total 166432 89652

positive 130193 75168
negative 36239 14484

5.1 Learning profiles and predicting votes
With collaboration profiles as our feature vectors and votes

in admin elections as the corresponding labels, we train a
classifier to learn the relationship between profiles and vote
signs. More specifically, for each candidate c and voter v,
we build their profile cpv,c and their respective features (as
discussed in section 4).

There are a few caveats in building collaboration profiles
to predict elections. First, since we want to predict the
sign of the votes before they are cast, a time constraint in
building collaboration profiles is to use only the information
that is available prior to a vote. Second, a candidate and a
voter can appear in multiple elections possibly at different
times and the vote of the candidate can change from one
election to the next. In cases where v casts a vote for c
only once in the entire election dataset, all revisions up to
the time of casting vote seem to be relevant and are used
for building collaboration profiles. Similarly, in cases where
v casts the same vote for c multiple times (referred to as
repeated votes), all revision history up to the time of vote is
considered. However, for multiple conflicting votes (referred
to as conflict votes), as the vote of v casted for c change over
time, we consider only the revision history from the time of
the most recent vote v casts for c.

5.1.1 Mapping collaboration profiles to votes
Our collaboration network is built over pairs of editors

who collaborate in revising articles (or more precisely, have
related edits), and these pairs may or may not appear in
the election data. Our experiments on predicting elections
only considers pairs who have collaboration profiles and also
appear in the election data (these pairs are referred to as
mapped data in Table 2).

Table 2 shows the number of votes that are extracted from
the election data, the number of votes that could be mapped
to our feature vectors and their break-down to positive and
negative votes. The ratio of positive votes to all votes is 78%
and 83% in extracted and mapped datasets respectively.

5.2 Results
Table 3 shows the performance results of our approach on

predicting votes using a 10-fold cross validation experiment
on full and balanced mapped dataset. The balanced-dataset
is obtained from the full dataset by randomly sub-sampling
positive votes until the number of positive and negative votes
are the same. For these results, we tested four classifiers,
namely Random Forest, J48, SMO and Logistic using Weka
2 machine learning tool.

As we can see in Table 3, the Random Forest classifier
achieves the highest accuracy among the studied classifiers
in both datasets. In fact, Random Forest classifiers have a
good performance in general and also on imbalanced datasets,
as shown in some previous work [19], due to their bagging

2www.cs.waikato.ac.nz/ml/weka



Table 3: Results of predicting votes on full and balanced
datasets.

Model F-Acc. F-AUC B-Acc. B-AUC

Random Forest 0.869 0.877 0.781 0.857
J48 0.842 0.706 0.695 0.707

SMO 0.838 0.5 0.579 0.579
Logistic 0.837 0.626 0.591 0.628

All positive 0.838 0.5 0.5 0.5
Relative-edit 0.82 0.5 0.499 0.5
talk-positive 0.537 0.570 0.583 0.583

Table 4: 15 most important features of the vote classifier
# of candidate’s agreement terms

# of candidate’s edits
candidate’s avg. contrib. size

candidates’s avg. time being responded
# of candidate’s disagreement terms

avg. ∆ size of revisions after candidate’s
avg. ∆ size of candidate’s revisions

candidate’s avg. response time
# of candidate’s edits reverted
avg ∆ size of voter’s revisions

# of candidate’s edited articles
# of reverts made by the candidate

avg concent. ratio in articles edited by candidate
avg concent. ratio in articles edited by voter

avg version distance of interactions

and internal feature selection methods. Hence, for this clas-
sifier, we applied an additional tuning and feature selection
method by following the approach proposed in [27]. In par-
ticular, for ranking and selecting features, we used the Gini
importance metric of the classifier, and removed 7 features
with the lowest importance score. These features were 1)
number of co-revised articles, 2) number of interactions, 3)
fraction of interactions corresponding to consecutive revi-
sions, 4) average conflict score of co-edited articles, 5) aver-
age concentration ratio of co-edited articles, 6) ratio of revi-
sions by candidate in co-edited articles to all of his revisions,
and 7) same as 6 but for voter. After selecting features, we
tuned the two parameters of the classifier which led us to
choose 70 trees and 15 random features at each branch.

This additional tuning and feature selection resulted into
86.9% and 78.1% accuracy, an about 1% improvement (which
translates to about 1000 more correct predictions in our
data) and 8% over the default setting of Random Forest
in Weka on full and balanced datasets respectively. Table 4
shows the top 15 features which are ranked by importance
according to the Random Forest classifier.

As is shown, the features that are ranked on top are mostly
individual features, and are that of the candidate; this is
consistent with our intuition as individual activities of the
candidate is more influential on the outcome of votes than
the characteristics of the voter. Top 15 features include from
interaction features only the average version distance of in-
teractions which is representative of the strength of interac-
tions of the two editors modeled by how fast the two editors
responded or collaborated with each other in revising the
articles.

5.2.1 Comparison with other methods
We also compared our method with three simple baselines:

all-positive, relative-edit and talk-positive: all-positive clas-
sifies all votes as positive; relative-edit classifies a vote as
negative if the number of previous edits of candidate and
the voter is in the same range (having the difference of less
than 10), and positive otherwise; finally, talk-positive clas-
sifies a vote as positive if the candidate and the voter have
any previous communication (writing to each other’s user
pages).

The relative-edit and talk-positive baselines are from [22],
where authors speculated that voters in admin elections tend
to do a relative assessment of candidate through implicit
comparison to their own merits such as comparing their
number of edits with the candidate’s (as a sort of the level
of activity). The authors also found that having previous
communication increases the probability of positive votes.

Comparing all these methods on the full dataset, we can
see that our best results using the Random Forest classi-
fier shows about 3% and 37% improvement over the strong
all-positive baseline in terms of respectively accuracy and
area under ROC curve (which is a measure commonly used
for imbalanced datasets [19]). On the balanced dataset, the
superiority of our method is more pronounced: 25% higher
than the best baseline. We observed that relative-edit has
almost the same performance as all-positive. This is be-
cause while the probability of negative votes increases when
the relative edit distance of candidate and voter is small, the
number of pairs with such condition is very low, which makes
this baseline to act like the all-positive. On the other hand,
as about half of all pairs had a prior communication, the
talk-positive baseline cannot be very effective in explaining
most of the votes. This shows that while there are important
factors that increase the probability of giving positive votes,
it is unlikely that a single factor can explain different rea-
sons of different positive and negative votes, and thereby a
combination of several factors should be used to learn these
votes.

We cannot compare our results against those reported by
Leskovec et al. [23] as their method is not applicable when
the voter or the candidate does not appear in past elec-
tions. Even for pairs of candidates and voters that appear
in past elections, their method has a tuning parameter called
minimum embededness (defined as the number of common
neighbors) and both their accuracy and the votes they can
predict vary with the values of this parameter, whereas in
our work, the interaction window-size is a parameter affect-
ing the votes that can be predicted. These differences make
a fair comparison very difficult in general. That said, our
method on balanced dataset shows 78.1% accuracy, com-
pared to 80.1% reported by Leskovec et al., which supports
an argument that the analysis of revision history (as we do)
can be as valuable as the analysis of the social network of
voters (as they do) for predicting admin elections.

5.2.2 Effect of interaction window size
A parameter used in our method is the size of the win-

dow where two interactions are considered related. This
parameter is set by default to 34 (as discussed in section 3).
However, a question is how our method performs as we vary
the window size. With a change in window size, clearly the
number of votes that can be mapped will change. Our re-
sults show that by increasing the window size up to 40, the



number of votes that can be mapped also increases; after this
point, an increase in window size has a very small effect. As
expected, by considering larger window sizes, we allow ed-
itor pairs to have an interaction in farther distances; this
in turn increases their chances of having at least one inter-
action, but after some point, a larger window size does not
increase the chance of finding any new interactions, which
is consistent with our definition of related edits.

Also, studying the trend of accuracy over different window
sizes, we found out that the classifier is quite stable and by
increasing the window size from 2 up to 60, there is less than
3% drop in accuracy. Hence, we can conclude that increasing
the window size allows more votes to be predicted for the
expense of small loss in accuracy, and also a bit longer time
for extracting features and training the classifier.

5.2.3 Effect of history length
In previous experiments, we built the profiles of our edi-

tors and their collaborations using all interactions before the
casting of a vote. A question that arises is if all edits and in-
teractions are relevant when one wants to predict votes. For
example, an interaction that happens much before an elec-
tion may not carry much weight. In this section, we want
to limit the length of history that can be used to construct
profiles, and to find out how the performance of our method
is affected. It should be noted that limiting the relevant his-
tory length also changes the set of predictable votes since we
need at least one co-edited article in the history to be able
to build our profiles.

Figure 4 shows the change in accuracy on the balanced
dataset as we vary the history length. A problem here is
that as the history length changes, the set of votes that
can be predicted also changes and this makes a comparison
difficult. To address this problem and to keep the votes
the same, as the history length is increased, even though
more interactions are used in building our profiles, we limit
our prediction only to pairs of editors who show interactions
in our shorter windows. Each cluster of bars in our figures
shows the prediction result with the votes kept the same but
the length of the history varied. For instance, the cluster on
the far left shows the results when the votes are restricted
for pairs of editors who show interactions within one week
before the vote. The label all denotes the case where the
entire history is used to build our profiles.

Looking at figure 4, our first finding is that even on bal-
anced dataset, the positive accuracy for all history lengths
and vote sets is much higher than the negative accuracy. For
instance, there is more than 10% difference between posi-
tive and negative accuracy of votes of 1 week when they are
learned using all interactions. This implies that in general
it is harder to explain negative votes based on previous his-
tory of interactions, and other hidden factors such as current
state of casted votes, and the response of the candidate to
asked questions during the election may play a role in the
votes that are cast.

The other interesting finding is that using a longer history
improves all accuracy metrics for votes of all set of votes.
However, this increasing trend usually stops or even gets
reversed after one year period. This suggests that one year
is a suitable length for capturing most of the collaboration
attitudes of Wikipedia editors and any information about
the collaboration of editors beyond this time is not vital for
predicting votes.
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Figure 4: Trend of accuracy over all, positive and negative
votes across different time periods. The x-axis represents
the vote sets and the bars in each cluster is the prediction
result for different history lengths.

Also, we see that whenever longer history improves the
overall accuracy, negative votes benefit more than positive
votes and the overall difference of bars in each cluster for
negative accuracy is higher than positive accuracy. For in-
stance, considering the votes of the first two clusters where
we have the most change in metrics, the accuracy of the
negative class in overall relatively improves 15% and 8% in
each cluster respectively, while the positive accuracy for the
same clusters has 5% and 4% relative improvement by using
larger history.

This difference in the effect of history length on positive
and negative votes might suggest that if the voter casts neg-
ative votes based on previous revision history of collabora-
tions, he might remember and refer to negative events from
a long time before the vote time. In contrast, positive votes
can be explained even by the recent history of collaborations.



6. IDENTIFYING CONTROVERSIES
In this section, we validate our method by showing its

usefulness in the task of identifying controversial articles.
In particular, for this task, we first build a collaboration
profile for each pair of editors who interact in editing the
article (based on our discussion in Section 4). We then clas-
sify all the collected collaboration profiles associated with
each article a by using our vote predictor classifier. The
vote classifier trained on admin election data assigns a pos-
itive or negative label to each collaboration profile, which
represents the sign of the edge connecting the correspond-
ing editors in the collaboration network of each page. Fur-
thermore, for building collaboration profiles and connecting
editors in our collaboration networks, we imposed an addi-
tional constraint of having at least two edited versions for
each editor. This additional constraint aims at removing
occasional, non-active editors and giving a more reasonable
number of possible collaborating pairs.

Our validation task here is identifying controversial arti-
cles, based on the observation that these articles are tagged
as controversial by Wikipedia editors themselves. Note that
unlike some previous work [20,31], where the number of con-
troversial tags assigned during the history of the page was
used as the evaluation method, we consider modeling the
problem as a simple binary classification task (whether the
page is controversial or not). Controversial tags are tags
such as {controversial}, {dispute}, {disputed-section}, etc.
that can be added to the text of a version by Wikipedia ed-
itors. We avoid using these tags as the ground truth since
they can have several problems such as forgetting to remove
the tag after the controversy resolves or to add a tag long
after the start of controversy as pointed out in [30]. Hence,
the number of these tags is not necessarily representative of
the controversy degree of pages.

Automatically identifying these articles can benefit both
editors and article readers by warning them about the dis-
puted state of the article and how they should interpret the
content or manage the collaboration process. Also, due to
highly disputed nature of these pages, we expect to have dif-
ferent structure of agreement and disagreement relationships
between editors in the corresponding collaboration networks
compared to other pages which provides a suitable test set
for our method of inferring attitudes.

6.1 Overview
For our purpose, we aim to show that our approach for

building collaboration networks leads to different structure
between networks of controversial articles and other arti-
cles. Previously, Brandes et al [6] showed the structural
difference of controversial articles using a metric called bipo-
larity. Bipolarity is a graph-based metric that measures
how much a graph is likely to decompose into two opposing
groups, where most of disagreement edges will be between
the two groups rather than within them. Hence, one ap-
proach would be to extract bipolarity from the collaboration
networks we build and compare its values over controversial
articles and non-controversial articles. However, as bipo-
larity is defined only for negative edge networks, and was
also shown to not provide enough discrimination between
controversial and non-controversial pages [28], we extracted
some other features from our collaboration networks instead
of focusing on a single metric.

More specifically, we set up a classification task where

for each controversial page c, and similarly for each non-
controversial page n, we extract a set of features f1, f2,...,fk
obtained from the corresponding collaboration networks of
each page. Then, we train a classifier to learn to distinguish
controversial and non-controversial articles using these fea-
tures where each page (network) is an instance in our task.
We show more accuracy is obtained for this classification
task using the features extracted from our built collabora-
tion networks compared to other methods for building col-
laboration networks.

6.2 Selecting pages
We carefully selected 240 articles for each group of con-

troversial, and non-controversial by the following procedure:
We selected controversial articles by randomly selecting pages
from all the 15 categories in the list of controversial arti-
cles maintained in Wikipedia 3. When choosing articles, we
chose the new title of pages in case of redirected pages. From
the 240 selected articles, only 122 articles had controversial
tags in their revision history.

For selecting non-controversial pages, we randomly chose
100 pages from the featured article category, and 150 pages
from the other quality groups. For each of these pages, we
also check that they will not be among controversial articles
list. This is because many of the articles in the list of con-
troversial articles later become non-controversial, and even
improve to featured articles due to several factors such as
limiting the editors access. We avoid choosing such pages
for our non-controversial set, and consider only pages with-
out any controversy in any part of their revision histories
(i.e. not only in the current state of the page).

6.3 Features extracted from collaboration net-
works

We extract the following 30 features in total from the
graph of collaboration network associated with each con-
troversial or non-controversial article in our test set:

• total number of non-isolated nodes (isolated nodes are
nodes not connected to any other node in the graph)

• total, positive, and negative number of edges

• average of total, positive, and negative degrees of nodes

• the percentage of nodes having a in-degree of higher
than 90% of maximum in-degree (one feature for each
positive and negative in-degree), and similarly for out-
degree

• the percentage of nodes having an in-degree of less
than 110% of minimum in-degree (one feature for each
positive and negative in-degree), and similarly for out-
degree

• the percentage of nodes having an in-degree of in the
range of 10% lower and 10% higher than the average
in-degree (one feature for each positive and negative
in-degree), and similarly for out-degree

• the percentage of nodes with higher positive than neg-
ative in-degree, and similarly for out-degree

• total number of triads

3http://en.wikipedia.org/wiki/List of controversial articles



• the relative number of each of the 8 triad types

Triads are directed sub-graphs of size 3, which have been
used as important metrics in many recent work such as [13,
18, 23]. We considered 8 different triad types in our work
depending on how many negative edges exists (0, 1, 2, or 3)
and whether the edges in the triad form a cycle or not.

6.4 Comparison with other methods
The first method that we compared our method with is

a simple, and well-known method for building collaboration
networks [6], in which authorship is considered at the word
level. Based on this notion, whenever editor e1 deletes some
words originally inserted by e2 in the text of article a, an
edge with a negative weight proportional to the number of
words deleted will be created from e1 to e2. Also, whenever
e1 restores a version created by e2 to an earlier version cre-
ated by e3 (a possibly different editor than e1), a single unit
positive edge will be created from e1 to e3, and a single unit
negative edge will be created from e1 to e2 as e1 undo the
work of e2 and implicitly agrees with the work of e3. Note
that while we specifically compare our method with this
method of building collaboration networks, using delete, and
revert actions as disagreements between editors is a common
method in other work on Wikipedia [2, 16,17,34].

We also compare our method with three baselines: a)
Rand50 refers to a method that randomly assigns positive,
or negative sign to each of the edges in the network built
by our method. b) Rand83 is another baseline that assigns
the sign of edges randomly similar to baseline1, but with
a probability of 83% positive, and 17% negative, which are
the ratio of positive and negative votes in the full mapped
admin election. c) NE-count is a method that only uses the
number of nodes, and the number of edges in our built net-
works as features, and does not use any information about
the structure of the links.

Finally, we compare our method with a previously pro-
posed method for classifying controversial articles which uses
meta features such as the number of versions, the number
of reverts, etc. obtained from the revision history of each
article [28]. We refer to this method as Meta (and exclude
two disagreement related features from this method to only
focus on meta features).

6.5 Results
Table 5 shows the accuracy of the classifier in detecting

controversial articles using each of the methods. The results
are based on 10-fold cross validation using Logistic classifier.
For our method, collaboration networks built using the vote
classifier trained on balanced dataset showed slightly better
results than the one trained on the full data-set and hence
we report our method based on this better result. Also,
the results for Rand50 and Rand83 methods are the average
results over 20 runs with different random seeds.

First, as we can see the NE-count baseline has the low-
est accuracy among all methods showing that the number
of authors and their interactions are not alone enough to
distinguish controversial articles from other articles and the
actual network structure matters.

Second, comparing our method with other methods for
building collaboration networks, we see a substantial im-
provement. Specifically, our method has more than 20%
higher accuracy than the DRR method. This suggests that
considering interactions at smaller unit level (word-level au-

Table 5: Results of identifying controversial pages.The same
30 features were used in DRR, Rand50, Rand83 and our
method.

Method Acc

NE-count 56.70%
DRR 64.31%

Rand50 68.67%
Rand83 71.31%
Meta 75.20%

our method 84.58%
our method + Meta 89.12%

thorship) and also relying only on basic edit operations can-
not capture different collaboration relationships between ed-
itors, and more extensive global features across all co-edited
articles is needed for inferring these relationships. Also,
comparing with the two Rand methods, where we have the
same network structure and features as our method, and just
the sign of edges is different across these methods strongly
supports the importance of inferring attitudes and the effec-
tiveness of our method for doing so.

Finally, comparing with the Meta method, we see that
while general features about the revision history provide a
good discrimination between the two studied classes of arti-
cles, they cannot eliminate the important role of the struc-
tural properties of the collaboration network of editors. In
fact, by taking advantage of these two complementary views
(structural and meta features), we are able to boost the
performance of both methods and achieve a very promising
results of 89.12% for this task.

7. CONCLUSION
In this paper, we showed that revision history of Wikipedia

articles contains valuable information that can be utilized
in different tasks related to Wikipedia. In particular, we
showed that there is a strong correlation between the pre-
vious collaboration history of editors and how they vote for
each other in admin elections. This new perspective about
admin elections in Wikipedia allowed us to not only be able
to predict votes with a high accuracy, but to use this dataset
as a training environment for inferring attitudes of editors.
Besides, studying the relationship of votes and previous his-
tory of collaboration of editors showed interesting differences
between positive and negative votes, where we found that
positive votes usually can be explained by even the recent
history of interactions, while negative votes might be asso-
ciated with negative interactions from long time before the
time of the vote.

As an application of inferring attitudes, we tested our
method on identifying controversial articles based on the
structural properties of the signed collaboration networks of
articles, built using our attitude classifier. Comparing with
a previous attempt on modeling editors relationships, and
also with a method based on meta data of revision history,
our promising results suggested that the structural proper-
ties of collaboration networks and modeling the attitudes
of editors beyond the simple edit operations is indeed cru-
cial for understanding the collaboration nature of Wikipedia
articles.
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