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Abstract

The classification problem is one of the most common tasks in Wamiag and Machine
Learning. Given its vast applicability in many real domains, supervigsdifitation has been
addressed and extensively studied. There are numerous differenticelass methods;
among the many we can cite associative classifiers. Thiwdynguggested model uses
association rule mining to generate classification rules mdbar observed features with
class labels. Given the binary nature of association rules, thesgfication models do not
take into account repetition of features when categorizing. teps of features are often
good indicators and discriminators of classes, in particularxtooteother multimedia. In this
paper, we enhance the idea of associative classifiers s@ttiations with re-occurring items
and show that this mixture produces a good model for classification velpetition of
observed features is relevant in the data mining application at hand.

1 INTRODUCTION

Classification is one of the most common tasks in data miningnaictiine learning. By
and large, it consists of extracting relevant features frdoelld training data to build a
model that discriminates between classes for unlabelled obsenesdsolyjlyriad techniques
have been proposed and while there are, in general, better appréachethers, there is no
clear winner in terms of correctness and usability given acpéati problem application.
Among the numerous different classification methods [4] we camgiissh those providing
a model in the form of rule sets, e.g. decision trees, railey, or naive-Bayes. These
approaches have several benefits that come from having ruledetitaibe the classification
model. One of the most important advantages is that such a modeisparenti.e. experts
from the domain of the application are able to understand it and tdhynealit it. This feature
allows them to manipulate and add rules in order to increase theecdi and accuracy of
the classifier. Amid these rule-based classification modelhe associative classification
model.

Associative classification is a relatively new method. Thennadijective is to discover
strong patterns that are associated with the class labdie tmatning set. The training set is
modeled into transactions with items being the observed features.fiAal @lassification
model, one obtains a set of association rules associating featitineslass labels. In the
literature, there are few known classifiers based on the abovtemed idea, i.e. CBA [7],
CMAR [6], and ARC-AC/ARC-BC [12].



One considerable limitation of all these algorithms is thay ttle not handle the
observations with repeated features. In other words, if a data abgetcribed with repeated
features, only the presence of the feature is considered, butnepétition. However, in
many applications such as medical image categorization or othlémedia classification
problems, the repetition of the feature may carry more infoomdtan the existence of the
feature itself [13]. For example, the appearance of two partitegaons of given type in a
brain scan is more indicative than the mere presence of the tgp®ri13]. Also in text
mining and information retrieval, it is widely recognized thia¢ repetition of words is
significant and symptomatic, hence the common use of TF/IDF (i.e. the frequfestgrm in
a document relative to the frequency of the term in a collection).

Associative classifiers use association rule mining to buildlaasification model.
However, association rule mining typically considers binary tcimses; transactions that
indicate presence or absence of items. No matter how maveslaé bread were bought, a
transaction indicates only the presence of bread in the cattasmthe discovered association
would be between the presence of bread and the presence of otheregeandiess of the
number of times bread is repeated in the same transaction. Biaasgctions simply do not
model repetitions. There are numerous applications for which the caigdeof the number
of the occurrences of items (e.g. similar objects in theesaedical image) might be more
beneficial than presence or absence of items. A few approszmesing association rules
with re-occurring items have been proposed, such as MaxOccur R3}eE [9] and WAR
[10].

The main goal of our research is to devise a classifier thaibices the idea of
associative classification and association rules with reocguitems. Our contributions
presented in this paper exploit, combine, and extend the ideas mentioned esip@aally
ARC-BC and MaxOccur algorithms. We also suggest new siesteg select rules for
classification from the set of discovered association rules.

A delicate issue with associative classifiers is the usa sfibtle parametesupport
Support is a difficult threshold to set, inherited from associatia mihing. It indicates the
proportion of the database transactions that support the presence ehdpritobject). It is
known in the association rule mining field that the support threshaolot isbvious to tune in
practice. In the associative classification literature s lb@en commonly and arbitrarily set to
0.1%. However, the accuracy of the classifier can be very isengitthis parameter. In the
case of re-occurring items, there are two ways of caloglatupport: transaction-based
support and object-based support [13] (i.e. either the proportion of tramsadr the
proportion of objects that support the existence of an object in theadaja®ur experiments
show that an associative classifier that considers re-occermdrieatures is considerably less
sensitive to the variation of support. This leads to more praetpgdications and eventually
the possibility to automatically determine and tune this parameter.

The remainder of the paper is organized as follows: Section 2nfse® problem
statement: the model of an associative classifier and thadeocsison in the model of
recurrent items. Related work on associative classification amdgrassociation rules with
repetitions is presented in Section 3. We present our new approd&hiSection 4. The



experiments showing the performance of our approach are preser8edtion 5. Section 6
concludes and highlights some future work.

2 PROBLEM STATEMENT

The original approach of classification using association rulesedhalass association
rules (CAR), was introduced in [7]. The main idea was to modify the fofrtransactions
known from the traditional approach to the form<ofondsefc >, wherecondsetis a set of

items andc is a class label. In other words, objects in a training seegresented by sets of
features appended with the observed class label. This forms thactrans to mine. All the
rules generated from frequent itemsets are of the farnuset— c. This means that the rules
are restricted to those with a class label as a consequenttt@ndassifier (in this case: set
of rules) is found, it can be used to predict the class of newtsbjdowever, two main
problems might occur. One of them is that two or more contradictbeg might exist, i.e.
rules that have the samendset yet different class labels. This is not acceptable in the ca
of single-class classification applications, and these contraglicites are simply eliminated
or only the rule with highest confidence is preserved. In the o&seultiple-class
classification applications, these rules are not considered catdrgdand are preserved for
their obvious benefit. The other problem concerns situations, in whioh iheo exact rule,
i.e. rule having the sammndset for the object being classified. Different strategies can be
applied to handle these cases. We point to some strategies in Section 4.2.

Our task is to combine the associative classification with thielggn of recurrent items.
More formally, it can be stated that our goal is to modify thigimal approach using
transactions from the form efi,, i,,...i,}, ¢>, wherei; is an item in a transaction (e.g. a

word in a document text) anclis a class label, to the form &f{o,i,, 0,i,,...0,i.}, c>,

whereo; is the number of the occurrences of the iiem the transaction. In other words,
each item is represented byvalue, attribute)pair. Hence, we can treat a transaction as a set
of (value, attribute)pairs and a class label eg{(3 A), (2 A,)}, c>, whereA; andA; are
attributes values. Different notations of this tygdransaction can be used. For simplicity, in
this paper we use the following on€{3A,2A,}, c>. The rules generated from this set of
transaction have the forma condsetc > and they are used for classification of new olsject
Our hypothesis is that associative classifiers watturrent items have more discriminatory
power since they maintain and exploit more infoioratabout both objects and rules.
Moreover, transactions containing repeated itenmsstgport the presence of an item more
than just once (i.e. given the re-occurrence). Tgasls to a different notion of support that is
not relative to the size of the training set bug thpetitions of the observed features of the
different objects in the training set, yielding anm@ stable classification model.

3 RELATED WORK

Association rules have been recognized as a ussdllfor finding interesting hidden
patterns in transactional databases. Several elifferechniques have been introduced to
tackle this problem effectively. The most importargthods are those based on either Apriori
[13] or FP-growth [13] approaches. However lesseaesh has been done considering
transactions with reoccurrence of items. In [10Je tauthors assign weights to items in
transactions and introduce ti¢ARalgorithm to mine the rules. This method is twiwfon



the first step frequent itemsets are generated without comgjdegights and then weighted
association rules (WARs) are derived from each of these iterM@xOccuralgorithm [13]

is an efficient Apriori-based method for discovering associatiors milth recurrent items. It
reduces the search space by effective usage of joining and predimmgques. Th&P’-tree
approach presented in [9] extends the FP-tree design [13] with ar@imbifrom the
MaxOccur idea. For every distinct number of occurrences of gigan the separated node is
created. In case when a new transaction is inserted intoetheittrmight increase support
count for the different path(s) of the tree as well. This i®dam the intersection between
these two itemsets. Given the complete tree, the enumeration process tedfirhfipatterns
is similar to that from the FP-tree approach [13].

One of the very interesting and promising applications of associati@s is a
classification task. Several classifiers have been introdscddr, i.e. CBA, CMAR, ARC-
AC, and ARC-BC. However, they use rules without reoccurrence ofsiten a single
transactionCBA [8], an Apriori-based algorithm, labels new objects based on theleoné
of matched rulesCMAR [6] using the FP-growth algorithm produces strong rules by pruning
more specific and less confident rules by more confident and gemasl If more than one
rule matches a given object, advanced tests are performetetd the strongest group of
rules with the same labeARC-ACandARC-BC[12] are based on the Apriori algorithm. The
ARC-BC approach treats each class in the training set $elyarBhat is, it considers each
group of transactions labelled by the same category selyandtide the ARC-AC considers
all categories combined. In order to manage the selection &, thiedominance factors
introduced, which is defined as a proportion of rules of the most domiategoey in the
applicable rules for an object to classify. ARC-AC and ARCsB&€e originally developed
for classifying text [12] and later on used to classify objects in imaligctons [2] [3].

4 PROPOSED APPROACH

Based on the amalgamation of our work in associative classirets@ssociations rules
with reoccurrence, we introduce the new classification method. OumagtprACRI
(Associative Classifier with Reoccurring Itemsdnsists of two modules: Rule generator and
classifier. We decided to base our algorithm for mining associationsesiticurring items on
Apriori-based MaxOccur. The building of the classification modeb¥adl our previous ARC-
BC approach. The rational is based on the efficiency of this methihe icase of non-evenly
distributed class labels. Indeed other associative clasgficatethods are biased towards
dominant classes in the case when rare classes existclRsses are classes with very few
representatives in the training set. MaxOccur run on transactions dach known class
separately makes the core of aute generatormodule. It mines the set of rules with
reoccurring items from the training set. These rules agsagieondition set with a class label
such that the condition set may contain items preceded by a repetition countercoherdds
rules form the classification model which is used bydlassifiermodule. The classification
process might be considered as plain matching of the rules matiel to the features of an
object to classify. Different classification rules may rattius theclassifiermodule applies
diverse strategies to select the appropriate rules to use. lhoaddiimple matching is
sometimes not possible because there is no rule that has thedantecontained in the
feature set extracted from the object to classify. Witteioassociative classifiers, a default
rule is applied, either the rule with the highest confidence in the model or sirsjggiag the



label of the dominant class. Our ACRI approach has a differeategyr allowing partial
matching or closest matching by modeling antecedents of rntesi@v objects in a vector
space.

4.1 RULE GENERATOR

This module is designed for finding all frequent rules in the fooh
<{oji,, 0,i,,...,0,i,}, > from a given set of transactions, i.e. rules that have support equal or

greater than the user-definedin_support the conventional parameter in association rule
mining.

The general framework of this part is based on ARC-BC approachTh] means that
the initial set of transactions representing the training set is dividedtbgories and rules are
generated for each of them independently, see Figure 1.

Rule generator
for class C;
Transactions | ith
with class C, Rules wit
class C,
Set of Transaction Transactions Rule generator Rules with Set of
— S o . — — Rule merger ——
transactions divider with class C, for class C, class C, rules
Transactions Rules with
. class C
with class C,, N
Rule generator /
for class C

Figure 1 High-level diagram of ACRI rule generatormodule

The main components of this module are the following:

» Transaction divider— this block scans the set of transactions once and crdates
subsets of this set — each for one categdng Equal to the number of classes);

* Rule generator for class,G- this is an Apriori-based algorithm for mining frequent
itemsets that extends the original method by taking into accoontugences of
items in a single transaction a la MaxOccur. In order to déhl this problem, the
support count was redefined. Typically, a support count is the numbensédtens
that contain an item. In our approach, the main difference issihgle transactions
may increase the support of a given itemset by more than\emeay that transaction
supportsitemset by a given number. The formal definition of this approach;hwhi
was proposed in [13] as a MaxOccur algorithm, is given below.



TransactionT=<{0,i;, 0,i,,...,0,i,}, C> supports itemset={l,i,, l,i,,...1,i,} if and
only if Di=1.n I,<0,0l,<0,0..00,<0,. The numbert by which T supports| is
calculated according to the formula:zminﬁ—i} Oi =1.n:l, #00o, 20
i
Example: Let us take into account the following transactios<{2i,, 4i, 6i,}, 1>.
Support for several itemsets given by this transaction is shown in Table 1.

Table 1: Example of support counting with ACRI

Itemset | Support t
{2i;,3i, 5i7} 1
{i;, 2, 3i7} 2
{i,,2i;} 3
{is, 15,05} 0

Thus, the rule generator module finds all the itemsets thdteayeent according to the
above definition of support.

* Rule mergerthis block collects the rule sets for different classes arrdesdhem in
order to generate a complete set of mined rules. In thisygado not perform any
pruning even if there are contradicting rules, thus the mergimgtiisng but collecting
the rules together.

4.2 CLASSIFIER

This module labels new objects based on the set of mined ruleseabfeom therule
generator An associative classifier is a rule-based classificaystem, which means that an
object is labelled on the basis of a matched rule (or set of milease of multi-class
classification). This task is simple if there is an exaatam between a rule and an object, i.e.
antecedendf the rule and the object features are identical. The model,vieowaten does
not include any rule that matches a given object exactly. Inswese, in order to make the
classification, all rules anenkedaccording to a given scenario and the best one (or several)
is matched to a given object. Rule ranking might be performed folipdifferentstrategies
which associate each rule to a number that reflectsintdarity to a given object. These
strategies may be used either separately or in diffe@nbinations. We have tested the
following ones: cosine measure, distance measure, coverage, nogfideupport, and
dominant matching class, which are characterized below.

Let us consider the rule<{oj,0,i,,...,04,}, c> and the object to be classified

<ljiy, I, ... 14, >. The corresponding n-dimensional vectors can be denoted as

6=[0,,0,,...,0,] and I =[l ,l,,...I.]. The three following measures are based on this

representation.

» Cosine measure (CMy assigns a value that is equal to the angle lestvileese two
vectors, i.eCM = arccos](6,1) . The smaller the CM value is, the smaller the enghd

the closer these vectors are in the n-dimensiqredes It is equal to zero if the vectors
have the same direction, which, roughly speakingamaethat they have the same
“proportions” of items.



» Distance measure (DM) assigns a value that is equal to the distance between the ending
points of these two vectors according to a given distance nornMe= distancéd,|) .

We have tested norm L1 and norm L2 as distance functions. In genesatdhsure

“standalone” seems to be useless, since the vectors might hauesuangths. The only

rational usage might be as a “fine tuning”, i.e. when the setileflras been already

pruned. The smaller the distance is, the closer the two ending points of these vectors a
» Coverage (CV3} assigns a value that is equal to the ratio of the number of cortenm

in the object and rule to the number of items in the rule (ignoring reoccurrences).

In this case, the larger is ti@&V ratio, the more items are common for the rule and the

object.CV=1 means that the rule is entirely contained in the object.

The two following ranking methods refer to the rule property onlydmdot depend on the

classified object. Thus, they have to be used with other measures that prune tte rule se

» ConfidenceFrom the matching rules, select the rule with best conditional piipaisi
the antecedent knowing the class (i.e. best confidence).

* Support From the matching rules, select the rule with best probabilithe antecedent
in the class (i.e. best support).

* In the last examined classification scenario, cald@mninant matching classhe class
label is assigned to the object by choosing the one being thdrempsent from the set of
rules matching the new object. Notice that dominance can be ecbunyt simply
enumerating the matching rules per class or a weighted count tsngespective
confidences of the matching rules.

5 EXPERIMENTS

We tested ACRI on different datasets to evaluate the besseldetion strategy as well as
compare ACRI with an associative classifier like ARC-BC.aAsexample, we report here an
experiment with thenushroondataset from the UCI repository [15]. We compare ACRI with
ARC-BC later on using the Reuters dataset as used in the gragenting ARC-BC for text
categorization [15].

It appears that the rule selection strategies have roughifaisiperformance in terms of
accuracy. However, this accuracy varies with the support threshoédlower the support,
the more rules are discovered allowing a better result sglegtion based on cosine measure
for example. Using thdominant matching classas also doing well, confirming the benefit
of the dominance factoiintroduced in [12]. The distance measures (L1 and L2) were not
satisfactory in general and are not reported here. The sanue i®r selection based on best
rule support. Results were unacceptable. We also observedotteabge(CV) gave better
results when set to 1. Thus all results reported herein@¥set to 1. The other measures are
comparable in performance and trend, excepbést confidenceNhen the support threshold
is high, fewer rules are discovered and confidence tends to provige testults while the
cosine measure returns matches that have big angles sepahain from the object to
classify, hence the lower accuracy. Figure 5 shows the superadrthe rule selection
strategydominant matching clasap to a support threshold of 25%, beyond whest
confidencebecomes a winning strategy. Figure 6 shows how the more releksaovered
the more effective in terms of accuracy the stratedmsinant matching clasand cosine



measurebecomes in comparison teest confidenceapproach. The number of rules is
correlated with support.

Accuracy vs. support (confidence =90%) Accuracy vs. number of rules (confidence =90%)

—e— ACRI (dominant matching class) —a— ACRI (best confidence) —8— ACRI (dominant matching class) —— ACRI (best confidence)
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Figure 1: Accuracy of different rule selection Figure 2 Accuracy vis-a-vis number of rules
strategies

5.1 EXPERIMENTAL SETUP FOR REUTERS DATASET

We used the Reuters-21578 text collection to perform comparativaragpes. We chose the
“ready-to-use” top 10 topics [15] from this dataset. The tot&8I9&0 documents is split into
two sets: 7193 and 2787 for a training and test set respectivedy. W pre-processed data
extracting text from XML documents. For normalization of wordsused Porter’s algorithm
[14] to stem the words. We also pruned stop words, i.e., words that appéaaquently and
do not contribute to the results. The list of stop words was a conabirgtthe list used in
[12] and words from our observations while performing tests (e.g., an olstigoisvord is
the wordReutersas it appears in every document and should be treated as noisé¢hathes
useful information).

5.2 COMPARISON TESTS

In order to compare the results of our ACRI implementation fassifying documents with
recurrent items to the ARC-BC approach using the exact smtup, we provided the
executable application with flag parameters indicating whedwacurrence of words in the
documents is to be considered or not. In other words we can also sirthdaARC-BC
algorithm as in [12] but with the same setup as for ACRI. AlthoA@RI program suite
contains the ARC-BC approach, from now on the term ACRI will be asgdto denote the
method with recurrent items.

At first, we tested both approaches using relatively high suppoet.pydéduced several
different sets of rules to be used in the classifier. For ARGAR chose the support threshold
range from 10 to 30% with the step of 5%; and 15 to 65% with the stapefa our
approach. The difference between the support thresholds lies ieftheiah of support for
mining rules with recurrent items. As we mentioned in section 4single transaction
(document) can support an itemset (a set of words) more than oncefofdeif we consider
support as the ratio of support count to the total number of transaetsisyas introduced



in [9], we may encounter support more than 100% for some itemsetse ©ther hand, if we
choose the definition presented in [13], i.e., the ratio of support count touthber of
distinct items (words), the support will never reach 100% as lorlgeas is more than one
distinct item in the dataset (which is quite obvious). Actuallypriactice, the latter support
definition requires for setting very small thresholds to obtainoredse results. Hence, we
decided to use the first one as it is more similar to thes$adal” definition of support. It is
important to notice that no matter which definition we choose, it eaytieads to setting
the same support count with ARC-BC (i.e., the absolute number o&tteors supporting an
itemset).

For each support threshold we set three different confidence thresboB8%s:and 70%. The
latter threshold was used in [12] as minimum reasonable threshofufdducing rules; the
first one (no threshold) was introduced to observe the reaction ofabsifidr for dealing
with a large number of rules; and the threshold of 35% is simply the middle value ihéteee
two others. For each single experiment we tried to keep the ¢dvelore then 98% of
classified objects, which resulted in manipulatingdbeerageCV (see section 4.2) from 0.3
to 1. We discarded cases for which it was not possible t€¥db satisfy the minimum
number of classified objects. More than 90% of the remaining rdsadt€V = 1. We also
performed experiments without specifyinQV (using different methods of choosing
applicable rules); however, they eventually produced lower accuranyttiose with specified
CV > 0.3. We used different classification techniques for choosing the appicable rule
matching the objecBest confidencand dominant matching classiatching methods were
utilized for both ARC-BC and ACRI approaches. Additionally, AGRds tested with the
cosine measurgechnique. So for all experiments herein reportecctiverage(CV) is set to
1. In other words, for a rule to be selected for classificatidrfeatures expressed in the
antecedent of the rule have to be observed in the new object to classify.

We also performed tests with combination of matching techniquesdifiérent tolerance
factors for each test. An example scenario, reported in Fjucembines cosine measure,
dominant matching class and best confidence. The result in Fidoltevés the scenario: (1)
choose top 20% of rules with the best cosine measure, then (2) choosé¢ B@temaining
rules with the highest confidence, and then (3) choose the rule baskee dontinant class
technique.

We also did a battery of tests using relatively low suppotigs 3ignificantly increases the
number of classification rules. We varied the support between 0.afxd and compared the
harmonic average of precision and recall (F1 measure) for the sases as beforBest
confidenceand dominant matching clast®r both ARC-BC and ACRI approaches, and the
cosine measurtechnique for ACRI.

Given the true positives (TP), the true negatives (TN), the falsiives (FP), and the false
negatives (FN) from the confusion matrix resulting from classifyingtasé&tsprecision, recall
TP ‘R= TP F1= 2PR

and F1 are defined as follow$ = ‘R= Fl1= )
TP+ FP TP+FN P+R

5.3 COMPARATIVE RESULTS

Categorizing documents from the Reuters dataset was bestnpedf when the confidence
level of the rules was at the 35% threshold for both the ACRI ard-B& approaches. For
ARC-BC classifier, the best strategy was to use dominatwrfawhereas in case of ACRI



combination of cosine measure and confidence factors worked best. Bigghrews the
relationship between support and accuracy for these approaches.ridgntpa best-found
results, ARC-BC slightly outperforms the ACRI using the dominaaiiching class strategy
at the 20% support level. However, ARC-BC seems to be more sgertsitchanges of the
support threshold. The accuracy of ACRI virtually does not depend sugpert threshold
and is stable as can be seen in Figure 3. In the case ofB&RtDhe accuracy decreases
significantly when this support is greater than 20%.

Accuracy vs. support (confidence = 35%) Algorithm efficiency
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high supports

Figure 5 and Figure 6 show the number of generated rules with idtm@ltmecurrent items.
As it can be observed, considering recurrences results in haargrules, this has its origin
in different support definition. The other interesting relationshiph& by increasing the
confidence threshold from 0% to 35%, the difference between number sfdedeeases
more rapidly for ACRI.

Number of rules vs. support (confidence = 0%) Number of rules vs. support (confidence = 35%)
‘—-—Single Occurence —a— Multiple Occurences ‘ —=— Single Occurence —a— Multiple Occurences ‘
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Figure 5 Number of rules with confidence = 0% Figure 6 Number of rules with confidence = 35%

Experiments using low support thresholds confirm the stability oRIA®@ith regard to
support. When varying the support from 0% to 0.1% ARC-BC loses in rea@sd recall



while ACRI remains relatively consistent or looses effecigs on a slower pace. Figure 6
also shows that ACRI outperforms ARC-BC at these lower sugpasholds. Using the
cosine measure for selecting rules appears to be the besy\trBhe cosine measure is also
the best rule selection strategy when considering the numbeesfdisicovered. In addition,
the more rules are available the more effective the cosimsuree becomes at selecting the
right discriminant rules (Figure 6).

F1vs. support (confidence=40%) F1 vs. number of rules (confidence=40%)
—— ACRL best confidence ~ —#— ACRI: best cosine ACRI: dominant class —&— ACRI best confidence ~ —®— ACRI best cosine ACRL dominant class
ARC-BC: best confidence —%— ARC-BC: dominant class ARC-BC: best confidence —%— ARC-BC: dominant class
0.9 0.85
0.85 08
08 ‘\‘ﬁ*\ n M\-—/. o . _/,—J/—’"—F'/Jx—_:——/?—/ —
075 /
0.7
0.7
by T 065 >~
0.65 \ ~—
06 \ 06
055 ——— 0.5 ¢
05 05
0.45 0.45 : : T T T
0 0.02 0.04 0.06 0.08 01 012 0 500 1000 1500 2000 2500 3000
support threshold number of rules
Figure 7: Effectiveness at low support. Figure BEffectiveness versus size of model

Figure 4 shows the relationship between running time for rule gmewrith and without
considering recurrent items. The algorithm with recurrencskovger, since it has to search a
larger space, yet the differences become smaller when increasingpoetghreshold.

The best results for ACR-BC were found in [12] for confidence himiesgreater than 70%.
However, our experiments show that effectiveness is better onr lmywdidence for both
ARC-BC and ACRI approaches. In other words, some classificatides with low
confidence have more discriminant power and are selected by owsetalgion strategies.
This discrepancy with previous results may be explained by thefwise different method of
counting support and confidence or/and by the fact that our clags@iel with re-occurring
items and without re-occurrence consideration to simulate ARG BSIng a different setup
for rule selections.

6 CONCLUSIONS AND FUTURE WORK

In this paper we introduced the idea of combining associativeifdagen and mining
frequent itemsets with recurrent items. We combined these twprasdnted ACRI, a new
approach of associative classification with recurrent itéfes.also suggest new strategies to
select classification rules during the classification phasepahticular, using the cosine
measure to estimate the similarity between objects to classify aabévaules is found very
effective for associative classifiers that consider resseace. When comparing our ACRI
approach with other associative classifiers represented BB®we found that considering
repetitions of observed features is beneficial. In particulahe case of text categorization,
repetition of words has discriminant power and taking these riepstiih consideration can
generated good classification rules. Our experiments also shovA@Rl becomes more
effective as the number of rules increases in particular withcosine measure for rule



selection. Moreover, ACRI seems to be less sensitive, withategpaccuracy, to the support
threshold, while other associative classifiers are typicallyy \&ensitive to the support
threshold which is very difficult to determine effectively in giee This research is still
preliminary. We intend to investigate the possibility to elirtenthe need for the support
threshold by automatically selecting an optimal support based onldeadlata. This is in
part possible because ACRI is not substantially sensitive to tiaieona of the support. We
are also investigating other rule selection strategiese ssatecting the right rules has a
paramount effect on the precision of a classifier. Moreover, pruninglatige set of
classification rules can improve the accuracy and speed of the classifier.
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