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Abstract

The present paper deals with the influence of con-
crete structures on atmospheric temperature and
the convection winds generated in the Aburra val-
ley of Medelln, Colombia. This area is character-
ized by low wind velocities with a high industry
density. A digital elevation model was used from
the Radar Shuttle Topography Mission and post-
processed in order to obtain a valid volumetric CFD
domain. The construction process include hole fill-
ing due to imperfections in the original radar data,
decimation of original cloud of points to reduce the
excess of detail at regions with low curvature, and
the introduction of a volume of air over the terrain
surface (CFD domain). Landsat satellite data was
used to set the terrain temperatures due to various
material composition of the terrain. The converted
infrared image was then registered into the CFD
domain through an interpolation process.

Navier-Stokes Equations were solved for buoyant,
turbulent flow of compressible fluid accounting for
convection and heat transfer effects. Simulation in-
cludes buoyancy and turbulence flow through the
k-epsilon model using the high performance com-
puting facilities of Westgrid (Western Canada Re-
search Grid). Preliminary results shows wind dis-
tributions that compares to the one observed in low
altitude in the region.

1 Introduction

Wind standards and codes of practice typically as-
sume a terrain of homogeneous roughness or pro-
vide explicit corrections for specific topographies
such as hills or escarpments. For more complex
situations they refer the practitioner to boundary
layer wind tunnel tests. With the fast evolution of
computers and algorithms, numerical low altitude
wind simulation has become very attractive as it
provides a low-cost alternative to evaluate wind ef-
fects.

This paper presents and discusses a methodology
for numerical evaluation of buoyancy effects over
complex terrain topographies. Computational do-

main is obtained by use of digital elevation mod-
els which allows automatic reconstruction of any
terrain surface over the earth. Solution is ob-
tained by solving the Navier-Stokes equations using
the OpenFOAM (Open source Field Operation and
Manipulation) toolkit using the high performance
computing facilities of Westgrid1.

This particular application is particularly useful
for areas surrounded by mountains like valleys with
no large wind speed due to the mountain protection.
Applications include atmospheric heating and dis-
persion of pollutants in such areas. These model
could help predict how contaminants disperse and
reach populated areas. CFD simulation could pro-
vide a way to relocate factories near cities to min-
imize pollution effects Monti and Leuzzi (2005);
Dawson et al. (1991); A et al. (2002); Kim et al.
(2005).

2 Digital Elevation Models

Digital Elevation Models (DEM) are representa-
tions of elevation data of the earth’s surface. They
are organized in several files which contain latitude,
longitude, and elevation coordinates of points over
the earth’s surface. One of the most complete col-
lections of high-resolution DEM was acquired by
the Shuttle Radar Topography Mission (SRTM)
(NGA and NASA (2000)). Measurements were col-
lected during a single eleven-day Endeavor Space
Shuttle mission, STS–99, in February 2000 using
a synthetic aperture radar. Topographic data was
collected for dry lands (excluding water masses) be-
tween 56 degrees latitude South and 60 degrees lat-
itude North, covering about eighty per cent of the
total land of the earth.

The data gathered during the mission was pro-
cessed and organized in two ways: a) Square seg-
ments covering one degree latitude by one degree
longitude. Every segment was saved in a distinct
file. Every file is organized as a grid of n rows
and m columns of samples whose distance is either
one arc second (1/3600 of degree) for the United

1Western Canada Research Grid
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States (SRMT) or three arc seconds (SRMT3), for
the rest of the world. b) Processed data can also
be retrieved through the Seamless Data Distribu-
tion System (SDDS) of the US Geological Survey
(USGS) and the EROS Data Center (EDC) service
(2003). The main feature is that the user can de-
fine an area of interest by drawing a box, defining
coordinates, or using available templates to cut out
the area. They also offer a variety of DEM for-
mats. One arc second measured at the equator,
corresponds approximately to thirty meters, so two
sampling points in a STRM3 file are roughly ninety
meters from each other. This approximation will
deteriorate as one move away from the equator in
the direction of either poles.

Every sample is represented with a sixteen bit
signed integer, row ordered. Integer coding is big
endian, meaning that the first byte read is the most
significant and the second is the least significant.
The number associated with each sample corre-
sponds to its elevation measured in meters with re-
spect to the WGS84 EGM96 geoid. (The geoid is a
rotational solid used in geodesy that approximates
the shape of the earth better than a sphere or an
ellipsoid.) Data files are not perfect and some voids
are present. They are due to shadow or water re-
flexions creating distortions. Samples correspond-
ing to these voids are given a conventional value of
-32768 in the NASA files and 0 in the SDDS files.

3 Digital Terrain Thermal
Distribution Using Landsat
Infrared Imagery

The observation of the Earth by Landsat satel-
lite and the imagery obtained from such missions
goes back more than three decades ago, since 1972.
Through MSS and Thematic Mapper(TM)image
data has been acquired to set a unprecedented
record of Earth’s surface coverage within spatial
scales of 30 and 80 m. TM sensors were included
in Landsat missions 4 (1982 -1993) and 5(1984 -
present), but MSS sensors have been on board from
mission 1 through 5.

The global coverage obtained by the US of MSS
and TM data has only been interrupted during the
failure of the Ku-band transmitter, which led to
the loss of access during this years to the Track-
ing and Data Relay Satellite System. Using data
from international ground stations some of this gaps
have been filled. The US began acquiring data
once again with the launch of Landsat-7 Enhanced
Thematic Mapper Plus (ETM+) in 1999, which in-
cluded solid-state recorders.

On april 15 of 1999, the satellite mission
LANDSAT-7 was launched with the objective of ac-
quiring well calibrated data about the current sta-
tus of earth’s landscapesScaramuzza et al. (2004).

The Enhanced Thematic Mapper plus (ETM+)
used during this mission, provides results of 30
meters spaced data in six consecutive spectral
bands(named respectively 1st -5th and 7th band),
15-m data in one panchromatic band (named PAN
8th band) and finally, one thermal band (6th Band).
See Table for the respective wavelengths and the
number of sensors associated to each bandOffice
(2002).

Band Wavelength
(nm)

Spacing(m)

1st [441− 514] 30
2nd [519− 601] 30
3rd [631− 692] 30
4th [772− 898] 30
5th [1547− 1748] 30
7th [2064− 2346] 30
PAN(8th) [515− 896] 15
Thermal(6th) [10440 −

12420]
60

All data obtained on each band is acquired in one or
two gain states of the instrument and mapped into
a eight bit code. For more information regarding
the Landsat missions and instruments, see Office
(2002).

Top Of Atmosphere (TOA) radiances are mea-
sured with Thermal Infra-Red (TIR) sensors of the
satellite, this radiances are transformed into bright-
ness temperatures (or black body temperatures)
using Planck’s law Dash et al. (2002). The com-
bination of the emitted radiance from the Earth’s
surface, the upward radiance from the atmosphere
and the downward radiance from the sky sum to-
gether to deliver the TOA radiances. Depending on
the atmospheric conditions land surface brightness
and TOA temperatures differ within a 1 to 5 ◦K
range in the 10-12 µm spectral region Prata et al.
(1995). Corrections of atmospheric effects, like ab-
sorption, upward emission, and downward irradi-
ance reflected from the surface must be done be-
fore obtaining land surface brightness temperatures
Franca and Cracknell (1994). To obtain a more ac-
curate LST, roughness properties of the land sur-
face, the amount and nature of vegetation cover,
and the thermal properties and moisture content of
the soil must be accounted for by correcting bright-
ness temperatures using spectral emissivity values
before computation occurs Friedl (2002).

3.1 Creation of a CFD Domain from
DEM Data

CFD domains are created from the DEM informa-
tion and should cover a large enough portion to
guarantee accuracy in the simulation. For wind
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simulation a volume of air over the surface consti-
tutes the CFD domain.

3.2 Void Management

Data from the SRMT should be completed to gen-
erate the domain. Voids can be filled in differ-
ent ways which include several interpolation tech-
niques. Also, information from other sources like
other DEM databases or GPS measurements can
be used to complete the data. A simple interpo-
lation technique uses information from the closest
points around a void ~x,

z(~x) =
1
n

n∑
~qj∈Ωx

wj z(~qj), Ωx =
{
~qj

∣∣∣ ||~x− ~qj || < r
}

,

(1)
with wj a weight factor and r ∈ R. The disadvan-
tage of this is that due to the nature of the holes
(they can be large along one direction) it could re-
sult in a good approximation in one direction and
a deficient approximation of the slope and curva-
ture in the other direction. This weighted average
can be further enhanced if a least square approxi-
mation is taken over a patch ||~x− ~q|| < r around a
void Garćıa (1999). However, it is the shape of the
patch that it should be consider. Thus the following
interpolation takes the weighted average of the clos-
est points different to zero (valid points) in all di-
rections (North, East, West, South). The weight is
the inverse of the distance, and therefore the closest
points have the largest weight. The weight equation
is,

z(~x) =

(
1∑
j wj

)∑
j∈Ω

wjz(~qj) (2)

with wj =
(

1/||~x− ~qj ||
)

and Ωx = ~qj such that
min ||~x− ~qj ||, for each ~qj taken in the North, East,
South, and West directions and z(~qj) 6= 0

3.3 Mesh Generation

The finished DEM data is transformed into a regu-
lar grid of triangular elements, e.g., a two-manifold
with border that represents the terrain surface.
SRMT data files cover an approximate area of
108 × 108 km. As SRMT3 data is sampled at ev-
ery three arc sec it will contains in total 1, 442, 401
equidistant points. This surface can be efficiently
decimated preserving the curvature detail by sup-
pressing points at low curvature regions. Depend-
ing on the topography of the terrain it can be re-
duced up to fifteen per cent or even ten per cent of
the original data while keeping the approximation
error low.

CFD domain consist of a volume of air over the
terrain surface. It can be generated by projecting
vertical walls along the sampled terrain boundary

(a) Terrain surface after decimation

(b) Cut of the CFD domain over the terrain surface

Figure 1: Superficial mesh and domain for CFD
analysis.

and then intersecting the resulting shell with a hori-
zontal plane at a given height h. The final manifold
must be closed and topologically correct (See figure
1).

Once a correct superficial mesh of the domain is
obtained, a volumetric mesh is generated. An ideal
mesh for the volume element method consists of
hexahedral elements. However, this is difficult to
obtain automatically and there are several research
groups working on this problem. An alternative to
hexahedral meshes are the so called unstructured
tetrahedral meshes. They should be used with
caution when implementing the volume element
method and orthogonal correctors should be used
to assure convergence. In this study tetrahedral
meshes are generated using NETGEN (Schberl,
2005). The NETGEN algorithm can be summa-
rized as follows: It starts from either a CAD model
or a superficial mesh in STL format that should be
topologically correct. NETGEN starts by comput-
ing the corner points and edges that are meshed into
segments and the faces are meshed by an advancing
front surface mesh generator. Faces meshes are op-
timized to obtain a good quality superficial mesh.
The domain is filled with tetrahedra volumetric el-
ements using a fast Delaunay algorithm. This gen-
erates most of the elements but it often fails to
complete the whole domain. Then, a slower back-
tracking rule-based algorithm takes over and com-
pletes the task. As a final step the volumetric mesh
is optimized by the standard node-movement, ele-
ment swapping, and splitting algorithms (Schberl,
2005).

Mesh grading towards the terrain is not necessary
when using the standard k−ε model with wall func-
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tions since the flow in the near wall cell is modelled,
rather than having to be resolved. Nevertheless,
due to the size of the domain, a moderate grading
is maintained in order to reduce the mesh size.

4 Setting Boundary Condi-
tions

Due to the boxed shape of the domain, boundary
surfaces are: the terrain surface, the south, north,
east and west walls, and the top surface.

The main goal was to simulate the wind creation
by buoyancy effects due to the heating of the terrain
by solar radiation.

4.1 Conversion of Landsat Data into
Surface Temperature

Two approaches to recover LST from multi-spectral
TIR imagery have been developed Schmugge et al.
(1998). One corrects the at-sensor radiance to
surface radiance using a radiative transfer equa-
tion, later temperature and emissivity are obtained
from surface radiance applying an emissivity model
Schmugge et al. (1998). The other approach uses
a split-window technique for sea surfaces to land
surfaces and assumes that emissivity in the chan-
nels used for the split window is similar Dash et al.
(2002). Then with a linear combination of the two
channels surface brightness temperatures are cal-
culated. The most noticeable disadvantage of this
method is that the coefficients are only valid for the
data sets from which they were derived Dash et al.
(2002). This means that extrapolation of a set of
thermal responses for a process or a specific land-
scape phenomenon measured using a specific TIR
sensor is not possible, and TIR measurements from
other sensors or from images recorded at different
times using this same sensor cannot be predicted.

4.1.1 Derivation of Land Surface Tempera-
ture from Landsat ETM+ imagery

Using the corrected ETM+ TIR band (10440-12420
nm) LST were derived.To convert the Digital Num-
ber (DN) ranging from 0-255 of the Landsat ETM+
TIR band into spectral radiance, the following
equation was used Office (2002):

Lλ = 0.0370588×DN + 3.2 (3)

Assuming uniform emissivity, the satellite bright-
ness temperature (Black-body Temperature, TB)
can be obtained converting the spectral radiance
Office (2002). The formula used for the conversion
is:

TB =
K2

ln
(

K1
Lλ

+ 1
) (4)

where TB is effective at-satellite temperature in ◦K,
Lk is the spectral radiance in W/(m2sternm); as
well,K2 = 1282.71◦K and K1 = 666.09mW ∗cm−2∗
sr−1∗µm−1 are taken as pre-launch calibration con-
stants for Landsat-7 ETM+ missionOffice (2002).

Since the temperature values obtained previously
are referenced to a black body, corrections for spec-
tral emissivity (ε) depending on the nature of land
cover became necessary.The land surface temper-
atures (St) that already have been corrected with
emissivity were computed as followsArtis and Car-
nahan (1982):

ST =
TB

1 +
(
λ + TB

ρ

)
ln ε

(5)

where: λ is the wavelength of the emitted radi-
ance (taking for this case a value of (λ =11500
nm) as the peak response and the average of the
limiting wavelengths ), β =Boltzmann constant
(1.38*10−23J/K), ρ =h*c/β = (1.438*10−2m◦K),
h = Planck’s constant (6.626*10−34 Js ),and c =
velocity of light (2.998*108 m/s). Using the near-
infrared (0.76-0.90 µm) and visible (0.63-0.69µm)
bands of the ETM+ image the NDVI image was
computed, bringing forth a new possible set of stud-
ies for the relationship between LST and NDVI.

Other boundary conditions include,

• uniform initial velocity of ~u = (0, 0, 0) m/s;
• outlet ( with fixed pressure p = 0 Pa;
• no-slip walls over the terrain;
• wall functions over the terrain;
• temperature mapped over the terrain;
• temperature symmetry conditions over the side

walls ∇~T · n̂ = 0;
• initial internal pressure of 1 atmosphere and

velocity 0 m/s;
• wall buoyant pressure over the walls

5 Buoyancy Model

Buoyancy effects is simulated using the OpenFoam
toolkit. OpenFOAM is the Open Source Field Op-
eration and Manipulation (OpenFOAM) C++ li-
brary used primarily to create applications (Weller
et al., 1998; Jasak et al., 2004).

The governing equations are: The mass continu-
ity

∂ρ

∂t
+∇ · (ρ~u) = 0. (6)

The Momentum equation

∂ρ~u

∂t
+∇· (ρ~u~u) = ∇· (µ∇~u)−∇p+(ρ−ρ0)~g +Sv.

(7)
Where (ρ − ρ0)~g is the buoyancy term and ρ0 is

the reference density. In the k− ε model two extra
4



(a) Top view

(b) Front-top view.

Figure 2: Terrain temperature and stream lines af-
ter 400 s. Emissivity of the terrain was taken con-
stant at a value of 1.

equations are needed for the closure. The transport
equation for k is,

∂(ρk)
∂t

+∇ · (ρ~uk) = ∇ · (Γk∇k) + P + B − ρε,

(8)

where P is the usual production or generation term
and G is the generation term due to buoyancy and
is given by

B = βgi
µ

σT

∂T

∂xi
, with β = −1

ρ

∂ρ

∂T
,

the coefficient of volumetric expansion. The trans-
port equations for ε is

∂(ρε)
∂t

+∇ · (ρ~uε) = ∇ · (Γε∇ε)

+
ε

k
(Cε1(P + G)(1 + C3Rf )− Cε2ρε) (9)

where Rf is the flux Richardson number and C3 is
an additional model constant (Rodi, 1980). Also a

brief summary of the buoyancy model can be found
in Versteeg and Malalasekera (1995).

The constants of the turbulence model are em-
pirically determined and taken for the k − ε model
Ferziger and Perić (2002) as, Cµ = 0.09; C1 =
1.44; C2 = 1.92; σk = 1; σε = 0.76923 .

To guarantee convergence of the solution an ini-
tial field is needed. It can be obtained by solving
for potential flow ϕ over the domain by

∇2ϕ = 0 (10)

and solving for ~u from

gradϕ = ~u. (11)

(a) Top view

(b) Front-top view.

Figure 3: Terrain temperature and stream lines af-
ter 400 s. Emissivity equal to 0.8

6 The Aburra’s valley

A rectangular subset of the Aburra valley was ana-
lyzed. The coordinates of the lower-left point of the
area are 425 000 East and 678 000 North WGS84
UTM datum 18. In Geographic Coordinates it cor-
responds to -75◦ 40’ 40.241” West and 6◦ 8’ 0.2943”
North. The size of the rectangular area is 15660 m
(West-East) by 24480 m (South-North). DEM data
with the same coordinates was selected from the
SDDS site. The minimum height of the terrain is
1408 m and the maximum height 3 138 m over sea
level. A volume of air with a height of 6 000 m over
the valley was taken as the CFD domain. Temper-
ature were computed from Landsat data using the
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method described previously and interpolated to fit
with the terrain coordinates. In this particular case
the temperature was computed using a emissivity of
one which results in temperatures in between 6.2 to
24.5◦C over the surface. Figure 2 shows two differ-
ent view with the temperature map over the surface
and some stream lines over the hottest points. This
hottest points correspond to highly constructed ar-
eas with very low green and high percentage of in-
dustrial plants. The stream lines correspond to the
400 s simulation time step. the maximum velocity
produced after this time was 0.02 m/s. Solution
time was 74.49 hours with a single processor and
14 hours with eight processors.

Figure 3 shows stream lines for the same terrain
but with an emissivity of 0.8. Minimum and max-
imum temperatures were 20.9◦ C and 41◦ C which
can be typical of a very hot day in the area. Vi-
sualization of the stream lines shows that the air
recirculation is larger than in the previous case.

7 Conclusions

Wind simulation is being increasingly studied over
the past decades. High Performance Computation
(HPC) has made more accurate simulations possi-
ble in a reasonable time-frame. There are still some
problems to be addressed as a the lack of highly ac-
curate terrain models, mesh generation, automatic
processing, and also accurate solvers that include
all the physical phenomenons relevant to a wind
simulation scenario.

The availability of digital elevation models DEM
from the Shuttle Radar Topography Mission allows
accurate and automatic composition of CFD do-
mains for wind simulations. The scheme proposed
here uses a tetrahedral mesh that in spite of its au-
tomatic advantages, is not optimum when using the
Finite Volume Method. Further research needs to
be done in the direction of automatic hexahedral
generators for complex topographic terrains.

Assessment of the temperature of the terrain ac-
complished through band 6 of Landsat 7, which is
recognized as the temperature band. This is com-
puted from equations with two different emissiv-
ities. Thus producing two different temperature
maps over the region. However emissivities are a
function of the terrain material and this it is not
accounted in the present study. They can be com-
puted from the other bands in the Landsat data.
The effect however can be predicted as lower tem-
peratures in the green area and higher temperatures
in the built area, thus increasing the temperature
gradient and favoring the buoyancy effects.
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